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ABSTRACT

The life of many people across the world can face various dangers with incurrence of incidents and unpredictable diseases. Incidents often require quick relief as they directly affect human lives. The process of planning, management and monitoring the flow of relief sources to injured and sick individuals is called relief logistics. When best relief services are provided through available sources, relief logistics appear. In this article, a multi-objective model for relief resources distribution facilities under an uncertain condition is investigated in two ways of demand satisfaction by considering the relief resources accessibility and demand satisfaction in a fuzzy logic. In the presented model, the concepts of cost, chance of demand satisfaction, elevation of response capability of system, discount levels for relief commodities, late satisfaction of demand, hub for accumulation of late and returned orders and special route for time significance in distribution of relief commodities are considered. For the first problem, the chance of relief resources accessibility and for the second problem, demands were investigated using fuzzy logic. Considering the conducted analysis, the demand amount is taken more in the second problem than the first one, which has led to an increase in the cost of the second problem. On one hand, the chance of demand satisfaction with no late orders is higher than the second problem. Satisfaction of demand occurs more in the second problem as well. Thus, these problems should be utilized in a way that suits the space of this problem. To solve the problem and to do the sensitivity analysis, we present a NSGA-II algorithm to deal with multi-objectiveness of the problem. A \( \varepsilon \)-Constraint method is also proposed to evaluate the performance of the proposed algorithm.
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1. Introduction

Response planning to reach people’s requirements when natural disasters such as hurricanes, floods, and earthquakes happens is a challenging task because resources of more than one type must be offered on time. It also needs a properly planned process of obtaining and distributing the necessary resources. This creates more challenges as the demand in such disasters may differ over time base on the kinds of materials, services or in terms of quantities. Disasters are categorized in terms of uncertainty and unpredictability; and thus, demand may change quickly in such an environment (Swiss, 2015). Moreover, demand for resources in one location at a particular period may not necessarily exist in the next period; or, a specific location may require a very high demand in the subsequent period.
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Performance of emergency services is normally computed in terms of the response time as well as the total logistics cost. Thus, when demand is not met on time, the performance of service will get worse. In order to study such circumstance, a flexible and efficient emergency response system have to be built so that both social and economic losses could be minimized (Balcik, et al., 2008). Thus, location and allocation of relief distribution facilities play essential role for an effective emergency response planning in addition to ambulance and helicopter routing and assignment problem. The issue of the humanitarian logistics operation can be categorized in different levels including one-level (Overstreet et al., 2011), two-level (Tzeng, et al., 2007) and multi-level (Balcik, et al., 2008). The number of facilities in this category of problems includes one-facility and multi-facilities (Jotshi, et al., 2009). The scale of transport fleet was studied for one vehicle and several vehicles (Tzeng et al., 2007).

According to Ratick et al. (2009), the emergency request may happen and can be studied using fuzzy programming for the uncertain humanitarian logistics operations. Mete and Zabinsky (2010) showed that accessibility of facilities and paths could be considered by two criteria of certain and probable. The limitation of facilities capacity in all types of models is active and sometimes passive. The emergency vehicles are considered in two types of either with/without capacity. The time window is considered in three categories of unlimited time (Mete & Zabinsky, 2010), soft time window (Balcik & Beamon, 2008) and hard time window (Özdamar, et al., 2004). The humanitarian logistics model can perform the delivery operation (Mete and Zabinsky, 2010), loading (Batta, 2009) and simultaneous delivery and loading (Campbell et al., 2008) in the stations. The type of path is defined in two types of open (Jotshi, et al., 2009) and closed (Hale and Moberg, 2005). The location of customers in the network needs routing of nodes (Mete and Zabinsky, 2010; Sheu, 2007) or edges (Campbell et al., 2008). The type of target functions is cost (Rawls et al., 2010), humanitarian (Jotshi, et al., 2009) or the combination of the two which is one-objective (Özdamar et al., 2004; Mete & Zabinsky, 2010), two or multiple objectives (Mete & Zabinsky, 2010). These models can be employed under crisis such as earthquake (Özdamar et al., 2004; Mete & Zabinsky, 2010), flood (Doerner et al., 2008) etc. The method of solving these models are precise (Balcik et al., 2008), meta-heuristic (Paul & Batta, 2008), heuristic (Doerner et al., 2008). The decision-making levels in these problems is strategic (Doerner et al., 2008), tactical (Mete & Zabinsky, 2010) or operational (Mete & Zabinsky, 2010; Ozdamar et al., 2004). The time horizon in these issues is static (Doerner et al., 2008; Mete & Zabinsky, 2010) or dynamic (Özdamar et al., 2004). The type of consignment in the humanitarian logistics problems can be goods (Özdamar et al., 2004; Mete & Zabinsky, 2010), human beings (Drezner, 2007) or a combination of these two. In some other papers, the response procedure of the ambulances is analyzed based on the categorization of the patients and the request areas in big problems which is uncertain for reaching the best location and also the studies based on regression for enhancing the pre-hospital services such as ambulances is studied (Hashzemi et al., 2014).

Modeling of the locating problems of emergency facilities with the world war two has emerged in the scientific discussions and the researchers pay special attention to the research in this field. The 1970s decade can be considered the commencement of modeling of emergency facilities locating. Moeini et al. (2015) proposed a model to detect the most emergency locations. Other used different objectives. The first model used minimizing the response time instead of target envelopment function (Swoveland et al., 1973). Berlin and Liebman (1974) presented the first dynamic model simply in 1974. Also Schilling et al. (1979) represented the facility location equipment emplacement technique and tandem equipment allocation model with several types of servers.

In the years between 1970 until 1980 most of the models were considered under certain condition and uncertainty was less considered in the parameters. The first probable model was proposed in 1978 (Aly & White, 1978) and in the 1980s decade most of the researchers considered the models to be probable and parameters to be random. Also in this period the models with supportive cover (Hogan & Revelle, 1986) were most in attention. One of the most important probable with envelopment target function
which provides a field for using of probable models was presented by Daskin (1983). Moreover in this period locating-assignment (Pirkul & Schilling, 1988) models were considered. The first review model which categorized the emergency facilities models was presented by ReVelle (1989). Also Matsutomi and Ishii (1992), for the first time, employed the fuzzy concept in the modeling and solving the emergency locating problems. The first model with considering the reliability was presented by Ball and Lin (1993). Also, Marianov and Serra (1996) used the queue theory in their model.

From 1990 to 2000 the researchers developed the existing models by focusing on different models and there was a great attention on multiple objective models. In 2004 the partial cover model was presented by Karasakal and Karasakal (2004) which solves the main problem of maximal covering location planning (MCLP) model. Erkut et al., (2009) evaluated and developed the MCLP in 4 different states. Berman et al. (2007) used the transfer point concept in their paper for the first time. Also Erkut et al. (2007) presented the significant model of MSLP with the development and troubleshooting. Heuristic and meta-heuristic models have also been used extensively. For instance, Rajagopalan et al. (2007) compared 4 meta-heuristic models for solving the MEXCLP problem which was presenter by Daskin (1983).

Different models in the fields of crisis based on the transport and distribution on the humanitarian logistics have been investigated. In the files of transportation, the models are based on cost, time and number. The models based on the cost include the cost of travel which is comprised of maintenance and repair and distance and choosing the source with regards to the capacity and the supported area and the extent of flow under evaluation (Ben-Tal, 2011). Based on the purpose we should minimize the time of travel and the loading time with regards to the path and extent of grasprotoaion and traffic flow should be evaluated to introduce effective factors in the decision-making (Campos et al., 2012).

Another model is investigated in terms of shortening the distance with the request and travel time constraints and the road damages (Shen et al., 2008) with regards to the fourth basis which is the number of cases that the request is not satisfied, the number of needed emergency units, the total number of covered requests, minimizing the risk and increasing the survival of people, decreasing the waiting time of injured people for help, the volume of traffic and capacity of havens based on the number of vehicle, request, the covered area, cost and time of travel has been created (Campos et al., 2012).

The locating and assigning in the transport of humanitarian logistics was proposed by minimizing the transportation time with regards to the series presenting, emergency requests and the budget and resource constraints to increase the lifetime of the patients (Edrissi, 2013). But based on the distribution, humanitarian logistics models have objectives such as cost which includes minimizing the travel costs, the distribution cost and distance whose space is proportional with the extent of supply (Liberatore et al., 2014). With the purpose of minimizing the transportation time and the distribution time of necessary goods and the service time some papers have been researched (Vitoriano et al., 2011). Satisfying the demand and the number of emergency units needed with regards to the number of vehicles, type of vehicles and the balance flow provided a basis in the distribution of the logistics models (Vitoriano et al., 2011). Locating and assigning can be investigated based on the cost, time and number factors. With the purpose of decreasing the travel cost, the distribution cost and shortening the distance for the factor of cost, factor of time, decreasing the transportation and distribution cost, the demand factor were investigated. The capacity of facilities is one of the main items in these problems with regards to the satisfaction of demand. Therefore issues such as the extent of stock and the resource flow and the number of injured are from this category (Davis et al., 2013).
2. Expression of the Model

Distribution starts at a central supply point (CSP) which is a meeting point that receives resources permanently and prepare them for distribution. A discrete planning horizon is considered in short periods which are referred to as distribution periods. Demand and supply capacity are known in each period. In a location where is influenced by a disaster, individuals demands are classified with close proximity as accumulated demand points (ADPs). It is assumed that the total predicted capacity in CSP surpasses the ADPs in the total planning horizon.

In the beginning of each distribution period, temporary distribution centers (TDCs) are selected which relies on demand concentration and equipment capacity. Resources are allocated to TDCs from CSP and are distributed to ADPs from TDC. During the distribution period, the demands of some ADPS might be left unsatisfied. Exorbitant and returned demand suspends the order and should be satisfied in the next periods, which is conducted as satisfaction of late orders. In a period that supply accessibility of a particular type of resource in CSP is more than the total demand for the same resource, CSP can allocate the surplus quantity of resource to TDCs which are used in the next periods or for distributing from TDC or through transportation to a proximate TDC.

For expanding this model, \( t \ (t \in \tau) \) is assumed as the period title and \( k \) is assumed as the resource type \( k \ (k \in K) \) for distribution. CSP supply and demand capacities are predicted for periods in the beginning of \( T \).

A complete list of model parameters and their initials are presented as follows,

<table>
<thead>
<tr>
<th>Initial</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDC</td>
<td>Temporary distribution center</td>
</tr>
<tr>
<td>ADP</td>
<td>Accumulated demand point</td>
</tr>
<tr>
<td>CSP</td>
<td>Central supply point</td>
</tr>
<tr>
<td><strong>Indexes</strong></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>All of the potential indexed TDCs</td>
</tr>
<tr>
<td>N</td>
<td>All of the potential ADPs indexed as ( n )</td>
</tr>
<tr>
<td>T</td>
<td>All of the potential periods indexed as ( t )</td>
</tr>
<tr>
<td>K</td>
<td>All of the relief resources indexed as ( k )</td>
</tr>
<tr>
<td>LV</td>
<td>All of the price levels indexed as ( lv )</td>
</tr>
<tr>
<td>H</td>
<td>All of the potential hubs indexed as ( h )</td>
</tr>
<tr>
<td>C</td>
<td>All of the insurer companies indexed as ( c )</td>
</tr>
<tr>
<td>S</td>
<td>All of the scenarios indexed as ( s )</td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>( S^k )</td>
<td>Space needed for storing each unit of the ( k ) type resource</td>
</tr>
<tr>
<td>( L_t )</td>
<td>Duration of the ( t ) period in the planned distribution time ( t )</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of time periods</td>
</tr>
<tr>
<td>( D^k_{n,t} )</td>
<td>Demand for a ( k ) type resource in ADPi in a time period ( t )</td>
</tr>
<tr>
<td>( G_{t}^k )</td>
<td>Capacity of type ( k ) resource in CSP in a time period ( t )</td>
</tr>
<tr>
<td>( V_j )</td>
<td>Capacity of TDCj</td>
</tr>
<tr>
<td>( F_j )</td>
<td>Fixed cost of operation of a TDCj</td>
</tr>
<tr>
<td>( \tau_{cj} )</td>
<td>Travel time from CSP to TDCj</td>
</tr>
<tr>
<td>( \tau_{Aj} )</td>
<td>Travel time from TDCj to ADPi</td>
</tr>
<tr>
<td>( TC^k_{oj} )</td>
<td>Unit cost of transportation of a ( k ) type resource from CSP to TDCj</td>
</tr>
</tbody>
</table>
Transportation unit cost of a k type resource from TDCm to TDCj
Quantity of a k type resource allocated from CSP to TDCj selected in a t time period and fitting the price level lv
Unit cost of transportation from a k type resource from TDCm to TDCj
Unit cost of transportation from a k type resource from TDCj to ADPi
Satisfaction punishment unit cost of ADPi from a k type resource from time period 1 in a time period t
Large number
Special route formation cost
Occurrence probability of scenario S
Establishment cost of hub h
Cost of insurance coverage
Total available budget
Preservation cost
Probability of relief resources accessibility
Fuzzy lower margins of demand
Fuzzy demand average
Weight of scenario effects on each other
Weight of feasibility effects
Demand satisfaction percent
Capacity of hub h
K resource delivery time in period t
A binary variable which when the j facility is selected as TDC in period t it equals to 1, otherwise, it is 0
A binary variable which if ADPi receives a resource from TDCK in t period, it is equal to 1
A binary variable as special route which if ADPi receives a resource from TDC in t period and delivery length surpasses the period length, it is equal to one
Quantity of a k type resource allocated from CSP to TDCj selected in a t period
Quantity of a k type resource allocated from CSP to TDCj selected in a t period in the price level of lv
Quantity of a k type resource transported from TDCm from the t-1 period to TDCj from the t time period in the s scenario
Quantity of a k type resource in TDCj in the time period t

\[
CG^k_{jtv} = \text{Transportation unit cost of a } k \text{ type resource from TDC}_m \text{ to TDC}_j
\]
\[
b_{kvtj} = \text{Quantity of a } k \text{ type resource allocated from CSP to TDC}_j \text{ selected in a } t \text{ time period and fitting the price level } lv
\]
\[
TC^s_{mj} = \text{Unit cost of transportation from a } k \text{ type resource from TDC}_m \text{ to TDC}_j
\]
\[
TC^{s}_{ji} = \text{Unit cost of transportation from a } k \text{ type resource from TDC}_j \text{ to ADPi}
\]
\[
P_{il} = \text{Satisfaction punishment unit cost of ADPi from a } k \text{ type resource from time period 1 in a time period } t
\]
B
\[
c_{cijt} = \text{Special route formation cost}
\]
\[
p_s = \text{Occurrence probability of scenario } S
\]
\[
c_{y_h} = \text{Establishment cost of hub } h
\]
\[
ic_{jtc} = \text{Cost of insurance coverage}
\]
\[
BUDGET = \text{Total available budget}
\]
\[
H = \text{Preservation cost}
\]
\[
\Phi^{l_x}_{(0)} = \text{Probability of relief resources accessibility}
\]
\[
D = \text{Fuzzy lower margins of demand}
\]
\[
\bar{D}^k_t = \text{Fuzzy demand average}
\]
\[
\gamma = \text{Weight of scenario effects on each other}
\]
\[
\mu = \text{Weight of feasibility effects}
\]
\[
\theta = \text{Demand satisfaction percent}
\]
\[
cap_h = \text{Capacity of hub } h
\]
\[
l_{kt} = \text{K resource delivery time in period } t
\]
Decision making variables
\[
y_{jt} = \text{A binary variable which when the } j \text{ facility is selected as TDC in period } t \text{ it equals to 1, otherwise, it is 0}
\]
\[
x_{jit} = \text{A binary variable which if ADPi receives a resource from TDCK in t period, it is equal to 1}
\]
\[
XX_{ijt} = \text{A binary variable as special route which if ADPi receives a resource from TDC in t period and delivery length surpasses the period length, it is equal to one}
\]
\[
r^t_{jt} = \text{Quantity of a } k \text{ type resource allocated from CSP to TDC}_j \text{ selected in a } t \text{ period}
\]
\[
G^t_{jtv} = \text{Quantity of a } k \text{ type resource allocated from CSP to TDC}_j \text{ selected in a } t \text{ period in the price level of lv}
\]
\[
g^t_{nijts} = \text{Quantity of a } k \text{ type resource transported from TDC}_m \text{ from the t-1 period to TDC}_j \text{ from the t time period in the s scenario}
\]
\[
a^t_{jt} = \text{Quantity of a } k \text{ type resource in TDC}_j \text{ in the time period } t
\]
\[
\Delta_{jt} = \text{Quantity of a } k \text{ type resource in TDC}_j \text{ in the time period t}
\]
\[
z^k_{jt} = \text{Quantity of a } k \text{ type resource supplied from TDC}_j \text{ in t time period for satisfying demands in ADPi produced within the same period}
\]
\[
w^k_{jtl} = \text{Total } k \text{ type resource satisfied by TDC}_j \text{ in t time period for compliance with the suspended demand from the period 1 in ADPi which } l \in \tau, l < t
\]
\[
b^k_{jts} = \text{Total quantity of a } k \text{ type resource for all ADPs from TDC}_j \text{ in t period in s scenario}
\]
\[
\Delta_{jt} = \text{Robust linearizer variable}
\]
\[
\theta_{jt} = \text{Robust linearizer variable}
\]
\[
Y^r_h = \text{If hub } h \text{ is formed, it equals to 1, otherwise it is zero}
\]
\[
l_{jc} = \text{If TDC}_j \text{ is under insurance coverage of c insurer in t time period, this variable is 1, otherwise it is zero}
\]
\[
Y^k_{lvtj} = \text{If } lv \text{ price level for the quantity of a } k \text{ type resource allocated from CSP to TDC}_j \text{ selected in a } t \text{ time period is active, it equals to 1, otherwise it is zero}
\]
The proposed model is presented below:

\[ f_1: \min_{i} \left( \sum_{j} \sum_{k} \prod_{t} \sum_{t'} C_{ij}^{tk} r_{ij}^{tk} + \sum_{k} \sum_{k'} \sum_{t} C_{k}^{tk} q_{k} \right) \]

\[ f_2: \max_{j} \sum_{j} \sum_{k} \sum_{t} \sum_{t'} \sum_{k'} z_{ij}^{tk} W_{ijl}^{tk} \]

\[ f_3: \min_{i} \sum_{j} \sum_{k} \sum_{t} \sum_{t'} \sum_{k'} \sum_{l} \sum_{l'} \sum_{l''} \sum_{l'''} \sum_{l''''} \sum_{l'''''}(D_{ijl}^{l} - W_{ijl}^{l} - \frac{L_{ijl}}{L_{ijl}}) \]

\[ \begin{align*} & \sum_{j} X_{ij} - BY_{jit} \leq 0, & & \forall j \in M, \text{and } t \in T \tag{2a} \\ & \sum_{j} XX_{ij} - BY_{jit} \leq 0, & & \forall j \in M, \text{and } t \in T \tag{2b} \\ & y_{jit} \leq \sum_{c} I_{jtc}, & & \forall j \in M, \forall t \in T \tag{3a} \\ & \sum_{c} I_{jtc} \leq 1 & & \forall j \in M, \forall t \in T \tag{3b} \\ & r_{jit} \leq \sum_{k} G_{kjit}, & & \forall j \in M, \forall t \in T, \forall k \in K \tag{4a} \\ & G_{kjit} \leq (b_{kij} + b_{kij+1})Y_{it}, & & \forall j \in M, \forall t \in T, \forall k \in K, \forall l \in L \tag{4b} \\ & G_{kjit} \geq (b_{kij} + b_{kij+1})Y_{it}, & & \forall j \in M, \forall t \in T, \forall k \in K, \forall l \in L \tag{4c} \\ & \sum_{j} r_{jit} \leq GG_{k}, & & \forall k \in K, \text{and } t \in T \tag{5} \\ & \sum_{k} \sum_{t} a_{k}^{t} \leq \sum_{c} \sum_{t} V_{cjtc} & & \forall j \in M, \forall t \in T \tag{6} \\ & b_{kjs} + \sum_{m} q_{m}^{kjs} + \eta_{kjs} = a_{k}^{t} & & \forall j \in M, \forall k \in K, \forall s \in S, \text{and } \forall t \in T \tag{7} \\ & -\sum_{j} \sum_{k} \sum_{t} \sum_{s} \sum_{t'} \sum_{k'} \sum_{l} \sum_{l'} \sum_{l''} \sum_{l'''} \sum_{l''''} \sum_{l'''''}(D_{ijl}^{l} - W_{ijl}^{l} - \frac{L_{ijl}}{L_{ijl}}) \]

\[ Z_{jit} \leq B_{X_{ij}} & & \forall k \in K, j \in M, i \in N, \text{and } t \in T \tag{10} \\ W_{ijl}^{l} \leq B_{X_{ij}} & & \forall k \in K, j \in M, i \in N, t \in T, \text{and } l \in T \tag{11} \\ \sum_{j} W_{ijl}^{l} \leq \sum_{c} c_{n}^{h} Y_{h} & & \forall k \in K, i \in N, t \in T, \forall k \in H, \text{and } l \in T, l < t \tag{12} \\ \tau_{jit} \leq MXX_{ijt} \leq L_{t} & & \forall i \in N, j \in M, \text{and } t \in T \tag{13} \\ \phi \left( \sum_{j} \sum_{t} \left( Z_{jit} + \sum_{l} W_{ijl}^{l} \right) \right) = D_{jj} - D_{jj}^{t} & & \forall k \in K, \forall i \in N, \text{and } l \in T \tag{14a} \]
Objective function (1a) minimizes the loss or logistic costs of compensative supply. This matter includes fixed costs, transportation and resource supply costs, distribution and transportation between TDCs, delay punishment costs, insurance costs, hub establishment and purchased price level with regard to gradual discount. On the other hand, the robust part indicates the Mulvey Robust of the problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995). The problem for available resources in TDCs. Deviation from the feasibility space and the impact of other scenarios on each other are taken as a factor of making the model robust (Mulvey et al., 1995).
In this model, uncertainty of demand satisfaction and the satisfaction method were investigated (Ke & Liu, 2007).

3. Solution Method

3.1. $\varepsilon$-Constraint Method

This method can transform a multi-objective problem into a single-objective one with additional constraints, where the objective with the highest priority is maintained as the main objective function (MOF) and the others are transformed into the constraints. For instance, application of the $\varepsilon$-Constraint Method for the given problem can be written through Eq. (22), as follows,

$$
\min f_1(x)
$$

$$
x \in X
$$

$$
f_2(x) \leq \varepsilon_2
$$

$$
\vdots
$$

$$
f_n(x) \leq \varepsilon_n
$$

In the proposed problem, we have:

$$
\min f = f_1
$$

$$
f_2(x) \leq \varepsilon_2
$$

$$
f_3(x) \leq \varepsilon_3
$$

As can be seen, $f_1$ has been remained in the MOF, representing the total cost, and $f_2$ and $f_3$ have been transformed into the constraints. Briefly, the procedure of the mentioned $\varepsilon$-Constraint Method is as follows:

1) Choose one of the objective functions as MOF.
2) Consider three break points for the objectives $f_2$ and $f_3$, so that nine Pareto points can be generated for each problem. Notice, choose
3) Solve the problem with its MOF, and report the objective function values to determine Pareto front.

### Table 1
Different vector choice in each break point

<table>
<thead>
<tr>
<th>Break Point</th>
<th>Constraint vector choice</th>
<th>Constraint vector choice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varepsilon$2</td>
<td>$\varepsilon$3</td>
</tr>
<tr>
<td>1</td>
<td>3.589411E+9*</td>
<td>771352.410*</td>
</tr>
<tr>
<td>2</td>
<td>3.8E+9</td>
<td>700000</td>
</tr>
<tr>
<td>3</td>
<td>4E+9</td>
<td>600000</td>
</tr>
</tbody>
</table>

*Obtained by solving single-objective problem

4. Metaheuristic approach

The proposed exact method is not capable of solving large scale problems in a reasonable time. Thus, in order to solve the problem in the least time possible a Non-dominated sorting Genetic Algorithm (NSGA II) is used. In this section, the proposed NSGA II algorithm is introduced and its elements are described. Then, the performance proposed algorithm is compared with the results of $\varepsilon$-Constraint and it is validated to examine whether the proposed metaheuristic approach is efficient. Finally, a large scale sample is solved and the corresponding results and Pareto fronts are presented.
4.1 Elements of Genetic algorithm

Chromosome: here, two chromosome are defined to form the solution space. A binary chromosome is used with $J \times T$ cells where $J$ and $T$ are the number of facilities and time periods. Obviously, if facility $j$ is established as a temporary distribution center in period $t$, the corresponding cell in the chromosome would be one, otherwise zero. In addition, a second binary chromosome is also defined with $I \times J \times T$ cells. So, if accumulated demand point $i$ receives a resource from temporary distribution center $j$ at $t$ period, the related cell in chromosome is one, otherwise zero. Fig. 1 represents the applied chromosome for NSGA II algorithm.

![Fig. 1. Applied chromosome for NSGA II algorithm](image)

Initial population: A group of chromosome generates the initial population. In this research, the initial population is considered equal to 300 and they are generated randomly.

Fitness function: the objective functions of the mathematical model is considered as fitness function for NSGA II algorithm.

Crossover operator: One-point crossover is used. A cell is selected randomly and the first part of the first parent and the second part of the second parent form a new chromosome as an offspring.

![Fig. 2. Crossover operator](image)

Mutation operator: A cell is selected randomly and the value of the cell is reversed.

![Fig. 3. Crossover operator](image)

Stopping criterion: if the solution quality does not improve in last 50 iteration the algorithm stops and the best obtain solution is reported.

4.2 Validation

To evaluate the performance of the proposed algorithm, a sample instance is solved and compared with the results of the sample solving exact method. For this propose, a random instance in small size (see Table 3) is generated and solved with both approaches and the results are presented. As far as the problem is investigated with multi objective function, to make a comparison between exact and
metaheuristic approaches and to examine whether or not the proposed metaheuristic algorithm is efficient, some criteria are needed. In this research, criteria such as MID\(^1\), SM\(^2\) and DM\(^3\) has been utilized (Zitzler et al., 2000). In Table 2, these criteria are calculated and shown. As it is clear in the Table, the proposed NSGA II is performing very closely to the exact method. Although there are some differences between two approaches in all three criteria, they are nominal and negligible. Note that if MID and SM are more or DM is less, these are desirable. Therefore, these criteria cannot be transformed to one single criteria (R) unless their direction becomes the same. By weighing these three criteria equally and making their directions in the same way, criterion R is calculated which shows an overall efficiency of the algorithm. The more the value of R is, the more efficient the algorithm is. As a result, the proposed NSGA II algorithm is efficient and finds near optimal solution.

**Table 2**

Validation of proposed NSGA II

<table>
<thead>
<tr>
<th>Approach / Index</th>
<th>MID</th>
<th>SM</th>
<th>DM</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-constraint</td>
<td>0.49</td>
<td>0.93</td>
<td>1.32</td>
<td>1.47</td>
</tr>
<tr>
<td>NSGA II</td>
<td>0.53</td>
<td>0.95</td>
<td>1.19</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Also, the Pareto fronts for each pairs of objective functions are presented in Fig. 4. As it is evident, NSGA II algorithms properly finds the Pareto solution often as well as the exact method.

![Fig. 4. Pareto front derived from objectives](image)
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4.3 Solving Large Scale samples

Since the proposed NSGA II has appropriate performance therefore, it can be used to solve large-scale problems where the exact method is not able to solve them in normal time. So, a large-scale sample instance (see Table 3) is solved and the results are shown. By solving this sample, 19 Pareto solutions have been reached. The values of the objective function for each of Pareto solutions are presented in Fig. 5.

![Pareto front for objective functions 1 and 2](image1)

![Pareto front for objective functions 1 and 3](image2)

![Pareto front for objective functions 2 and 3](image3)

**Fig. 5.** Pareto front for objective functions obtained by NSGA-II algorithm

4.4. Results analysis

A Sensitivity analysis were conducted on the presented model, so that its reliability could be assessed. Therefore, the sensitivity analysis is done by using the large-sized problem data defined in Table 3. We solve all the problems using the proposed NSGA-II and report the best Pareto solutions.

**Table 3**

Model’s data in small and large size

<table>
<thead>
<tr>
<th>Points number and different facilities</th>
<th>Small sized instance</th>
<th>Large sized Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>N</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>T</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>K</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>LV</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>S</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>
As we can observe as $\mu$, $P^m$, $\theta$, $\overline{B}^k$, $\varphi^{-1}$, $L_t$ and $\gamma$ parameters in the problem are reduced and increased the sensitivity levels of problems 1 and 2 are studied. Problem one is solved according to Eq. (14a) and problem 2 is solved according to Eq. (14b). It is worthy to say the model were analyzed through the GAMS and Baron Solver software in 1000 seconds. As it is shown in the Fig. 6, objective 1 in problem 1 decreases as $L_t$ elevates. Except for the 20 percent increase range where compared to the former point, i.e. the 10 percent increase range, it does not change. One of its other noteworthy points is that as this parameter increases, the objective 1 is reduced until it stops in point 1.2. As the period lengthens, demand satisfaction is more feasible in the same period and the number of delayed orders are decreased, therefore less fines are generated. On the other hand, the necessary facilities for forming a special route in order to achieve the standard time is not needed. Therefore, costs are saved and this matter continues until all demands are satisfied without delay. Objective 2 does not change in problem 1 for $L_t$ changes. Objective 3 decreases in problem one where $L_t$ increases. This reduction of objective 3 has a relatively constant slope. As the length of the period when the amount of satisfied demands with no delays increases, the objective function decreases.

![Graphs showing the effects of $L_t$ on objectives](image)

**Fig. 6.** $L_t$ changes effects on the objectives in problem 1

As it is indicated in Fig. 7, objective 1 decreases in problem 2 as $L_t$ increases. These changes are considerable for a 20 percent decrease. In other words, for a 20 percent decrease of this parameter, the objective function increases, enormously. One of the other noteworthy points is that as this parameter increases, the change range of objective 1 has a constant slope from point 0.9 on. With the increase of the period length, demand satisfaction is more feasible in the same period and the delayed orders are reduced, therefore less fines are generated. On the other hand, the necessary facilities for forming a
special route in order to achieve the standard time is not needed. Therefore, costs are saved and this matter continues until all demands are satisfied without delay. Reduction level is higher before the deflection point, as it prevents the establishment of necessary facilities for special route and costs are more reduced. Objective 2 does not change in the problem 2 for \( L_t \) changes. Objective 3 decreases in problem 2 where \( L_t \) increases. This reduction of objective 3 has a relatively constant slope. As the length of the period when the amount of satisfied demands with no delays increases, the objective function decreases.

As it is indicated in Fig. 8, objective 1 decreases in problem one as \( \varphi^{-1}(\theta) \) increases, where this reduction of objective 1 is in a relatively constant slope. With the increase of transported relief material accessibility, more material is transported and therefore, costs are saved. Objective 2 decreases in problem 1 as \( \varphi^{-1}(\theta) \) increases. This reduction of objective 1 is with a relatively constant slope. As this parameter increases, there is a higher chance of demand satisfaction in the first run when the demand should be met, because if the unsatisfied demands are piled up, this variable will decrease more. Objective 3 increases in problem 1 as \( \varphi^{-1}(\theta) \) increases. The increase of objective 3 is with a constant slope. Although it becomes more steep in the reduction ranges. As this parameter increases, the demand satisfaction in the first run decreases more. Thus, the amount of the objective function increases.
Fig. 8. $\theta^{-1}_{(\theta)}$ changes effects on the objectives in problem 1

Fig. 9. $\bar{D}^{k}_{h}$ changes effects on the objectives in problem 1
As it is indicated from the Fig. 9, objective 1 decreases in problem 1 as $\bar{D}_k^F$ increases. Except for the 20 percent increase range where the problem becomes invalid. One of the other noteworthy points is that for increasing this parameter, the objective 1 change amount is gradually reduced and it finally stops in point 1.2. With the reduction of demands, less satisfaction is made and thus, cost is reduced. Objective 2 decreases in problem 1 as $\bar{D}_k^F$ increases. Except for the 20 percent increase range where the problem becomes invalid. One of the other noteworthy points is that for increasing this parameter, the objective 1 change amount is gradually reduced and it finally stops in point 1.2. With demand reduction, the chance of demand satisfaction is reduced as well demand satisfaction is reduced because the time for demand satisfaction for the first time to turn into a delayed is increased. Objective 3 increases in problem 1 as $\bar{D}_k^F$ increases. Except for the 20 percent increase range where the problem becomes invalid. One of the other noteworthy points is that for increasing this parameter, the objective 1 change amount is gradually reduced and it finally stops in point 1.2. As demand reduces, because of more reduction in demand satisfaction in the first run variable, the objective function increases. As it is indicated in the Fig. 10, objective 1 increases in problem two as $\theta$ increases. This increase of objective 1 is in a relatively constant slope. As the amount of demands needing satisfaction increases, costs elevate as well. Objective 2 increases in problem 2 as $\theta$ increases. This increase of objective 1 is with a relatively constant slope. With the increase of demand, the level of demand satisfaction increases and the level of this increase is more in the variable that leads to demand satisfaction in the first order run, therefore, satisfaction chance increases. Objective 3 reduces in problem 2 as $\theta$ increases. This reduction of objective 3 is with a relatively constant slope. As this parameter increases, the demand of each period is more satisfied within the same period and the objective function reduces.

![Objective 1 in problem 2](image1)

![Objective 2 in problem 2](image2)

![Objective 3 in problem 2](image3)

**Fig. 10.** $\theta$ changes effects on the objectives in problem 2
As it is indicated from the Fig. 11, objective 1 reduces in problem 1 as $P_{kitl}^k$ increases. One of its other noteworthy points is that as this parameter increases, the objective 1 changes are gradually reduced. With the increase of fines for satisfying the delayed demands, it is tried to satisfy most of the demands in the first run. Objective 2 increases in problem 1 as $P_{kitl}^k$ increases. One of its other noteworthy points is that as this parameter increases, the objective 2 changes are gradually reduced. With the increase of fines, the chance of satisfying the delayed demands is increased. Objective 3 reduces in problem 1 as $P_{kitl}^k$ increases. One of its other noteworthy points is that as this parameter increases, the objective 3 changes are gradually reduced. With the increase of this parameter, we are more confident that our available resources can meet the demands.

![Graphs](image1.png)

**Fig. 11.** $P_{kitl}^k$ changes effects on the objectives in problem 1

As it is seen in the Fig. 12, objective 1 increases in problem 2 as $P_{kitl}^k$ increases. One of the noteworthy points in this regard is that the changes of objective 1 are gradually reduced as this parameter increases. But after point 1.2 it increases again, in a way that the change of objective function 1 is related to this point. With the increase of fine rate, more costs are generated in the model. Objective 2 increases in problem 2 as $P_{kitl}^k$ increases. One of the noteworthy points in this regard is that the changes of objective 1 are gradually reduced as this parameter increases. With the increase of fine rates, the chance of demand satisfaction with no delay increases. Objective 3 is reduced in problem 2 as $P_{kitl}^k$ increases. This reduction is with a relatively constant slope. With the increase of fines, the amount of the available resources to meet the demands and the objective function reduces.
Fig. 12. \( P_{\text{itlk}} \) changes effects on the objectives in problem 2

As it is shown in the Fig. 13 (a), objective 1 in problem one frequently changes as \( \mu \) changes. In a way that for a 10 percent increase of the parameter, Objective 1 doesn’t change. Then for another 10 percent increase, it has the maximum increase. For a ten percent reduction, the objective increases and then, for another 10 percent reduction, again the objective reduces so that it reaches its initial amount. With the increase of the capacity, more distribution centers should be established. But, on the other hand, the amount of discounts for the products reduces the cost, but the considerable increase of capacity would lead to more establishment cost in the model, therefore, again, the costs are elevated. As it is shown from the Fig. 13 (b), objective 1 in problem 2 does not change as \( \mu \) changes. Objective 1 in this problem only increases for a 20 percent increase of the parameter. With the increase of the feasibility space, no cost is generated until it doesn’t lead to establishment of a location for distribution. Although, with the establishment of a distribution location, more cost is generated in the model.

Fig. 13. \( \mu \) changes effects
As it is shown in the Fig. 14 (a), objective 1 in problem 1 reduces as $\gamma$ increases. This reduction of objective one is always with a relatively constant slope, except for one point. Compared to other points, the reduction slope of objective 1 is higher in the 20 percent increase range. Through controlling the scenarios and considering their effect upon each other, costs are reduced, because the distributive amounts are determined in a way that can provide the maximum favorability in all scenarios.

As it is shown in the Fig. 14 (b), objective 1 in problem 2 reduces as $\gamma$ increases. This reduction of objective one is always with a relatively constant slope, except for one point. Through controlling the scenarios and considering their effect upon each other, costs are reduced, because the distributive amounts are determined in a way that can provide the maximum favorability in all scenarios.

![Graph showing objective 1 in problem 1](image1)

![Graph showing objective 1 in problem 2](image2)

**Fig. 14.** $\gamma$ changes effects

Considering the presented model, 2 problems were studied. In the first problem, the probability of relief resources accessibility, and in the second problem, demand were studied in a fuzzy form. Regarding the conducted analyses, higher amount of demand were considered for the second problem, which have led to the cost elevation of this problem. On the other hand, the chance of demand satisfaction without delayed orders is higher in the second problem. Moreover, demand satisfaction is also higher in the second problem. Therefore, these problems should be utilized suitable with the problem space.

5. Conclusion

Relief at the time of incidents occurrence is of a particular significance for human because of the lethal dangers of incidents. In this article, a multi-objective mathematical model were presented in the uncertainty space for temporary positioning of distribution facilities, so that these facilities could distribute relief commodities at the time of crisis. In the presented model, the concepts of costs, chance of demand satisfaction, elevation of system responding capability, discount levels for relief commodities, satisfaction of demand in a delayed order form, hub for returned and delayed orders compilation and special rout for time importance in distribution of relief commodities. Finally, through using the robust planning, the model were strengthened. Considering the presented model, 2 problems were studied. In the first problem the probability of accessibility and in the second problem, demand were studied in a fuzzy form. Regarding the conducted analyses, higher amounts of demand were considered for the second problem led to the cost elevation of this problem. On the other hand, the chance of demand satisfaction without delayed orders is higher in the second problem. Moreover, demand satisfaction is also higher in the second problem. Therefore, these problems should be utilized suitable with the problem space. We used a NSGA-II algorithm and $\varepsilon$-Constraint method to deal with multi-objectiveness of the problem and solved the problem and performed the sensitivity analysis. Our proposed algorithm showed an appropriate performance. For the future studies, we can use another algorithm to solve the problem and evaluate its performance.
References


© 2016 by the authors; licensee Growing Science, Canada. This is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC-BY) license (http://creativecommons.org/licenses/by/4.0/).