An optimal maintenance policy for machine replacement problem using dynamic programming
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ABSTRACT

In this article, we present an acceptance sampling plan for machine replacement problem based on the backward dynamic programming model. Discount dynamic programming is used to solve a two-state machine replacement problem. We plan to design a model for maintenance by considering the quality of the item produced. The purpose of the proposed model is to determine the optimal threshold policy for maintenance in a finite time horizon. We create a decision tree based on a sequential sampling including renew, repair and do nothing and wish to achieve an optimal threshold for making decisions including renew, repair and continue the production in order to minimize the expected cost. Results show that the optimal policy is sensitive to the data, for the probability of defective machines and parameters defined in the model. This can be clearly demonstrated by a sensitivity analysis technique.

1. Introduction

In the past, manufacturing industries have extensively used maintenance policy under certain conditions. Nowadays, industries have moved towards policies associated with risk and uncertainty due to lack of sufficient information and economic debates in making appropriate maintenance decisions. Nowadays, maintenance problem has been converted to an issue to determine optimal maintenance policy, which has become a very complex problem. There are many literature reviews for maintenance topic; some of them are placed under certain category (Tersine, 1985; Labib, 1998; Fernandez et al., 2003; Khalil et al., 2005; Burhanuddin et al., 2007). For example, Labib (2004) proposed a decision analysis model for maintenance policy selection using a computerized maintenance management systems. Gupta et al. (2009) presented a novel graphical model using control chart to carry out the analysis on optimal maintenance. Tahir et al. (2009) proposed an improved decision making grid model for maintenance management, which uses tri-quadrant technique to cluster the data mining group. There is another category called risk mostly modeled based on mathematical techniques for determining the optimal maintenance policy. For example, De Almeida and Bohoris (1995), Lugtigheid et al. (2004),
Samrout et al. (2009), Martorell et al. (1999), Gurler and Kaya (2002), Amari et al. (2006) used mathematical models to illustrate an approach to determine the optimal maintenance policy for decision making. Machine replacement problem has been studied in many researches and researchers presented different approaches to determine an optimal maintenance policy.

As mentioned earlier, maintenance policy is selected based on the terms of certainty, risk or uncertainty categories and it is necessary to consider it according to levels of information and economical debates. Maintenance in manufacturing industries is necessary because it plays an important role for decreasing expected cost and making profit in companies. Nowadays, the purpose of manufacturing industries is to reach higher operation efficiency, effectively, and to survive in the extremely competitive global economy. Basically, maintenance can be illustrated as a combination of all technical and administrative affairs including supervision, affairs intended to retain or restore the system into a state in which system can perform a required function (Swanson, 2001). However, it is necessary to underline that maintenance cost can even achieve 15 to 70% of the expenditure or even it could increase annual net profit in many instances (Madu, 2000; Mobley, 2002). Thus a suitable and optimal maintenance policy is necessary for maintenance management in fulfilling all maintenance activities to save a remarkable money (Tan & Raghavan, 2007; Lu & Sy, 2009). In addition, optimal maintenance policy can propose a targeted plan of action that usually contain a set of rules used to provide guidance for maintenance management in conducting an effective maintenance (Gupta et al., 2009; Xia et al., 2011; El-Gohary, 2004).

Over the years, researches is conducted to propose the model that can create a methodology for determining the most effective-cost components and the best policy for maintenance. For example, Ivy and Nembhard (2005) presented maintenance model for machine replacement problem under uncertainty conditions, by combining the statistical quality control technique and partially observable Markov decision processes. Kuo (2006) proposed a dynamic programming technique for integrating machine maintenance and items quality control problem in finite time horizon.

In this paper, we present a model for two-state machine replacement problem based on dynamic programming. To achieve this goal, we use sequential sampling plan and partially observable Markov decision process (POMDP) method.

The second section provides preliminaries from sequential sampling plan and presents the description of the model and the assumptions are given in the third section. The fourth section illustrates a numerical example to show the implementation of the proposed model. The results of model is presented in the fifth section and the sensitivity analysis technique is presented to determine the effect of changing any parameters on the results. Conclusion comes in the section six.

2. Sequential sampling plan

Acceptance sampling plan is an efficient technique for factory managers and it is important because of two reasons:

1. The quality level of the batch improves after rectifying inspection.
2. Reverse relevance between quality level and average number of inspected items (Montgomery, 2007). Acceptance sampling is a useful tool in statistical quality control, which depends on the number of defective items. By obtaining the number of defective items, we may decide to reject and accept batch or continue sampling (Montgomery, 2007).

The plan is used when:
1. 100% inspecting is not possible or the related cost is high.
2. The inspection has some destructive experiments.
3. The inspection of all items takes a long time (Montgomery, 2007).
Sequential sampling plans are different from the other sampling techniques such as simple sampling. In simple sampling plan, the size of the sample is fixed and by inspecting the sample, it can be easily decided to reject or accept the lot; while in sequential sampling, the size of the sample is not fixed and it depends on the defective items. The plan may be continued to 100% inspecting. This is a novel acceptance sampling to optimize related costs and to reduce the number of inspected samples; in this technique, priority is to minimize the sample size (Nezhad et al., 2015). Sequential sampling plan is performed item by item and is designed to reject or accept and continue sampling according to the cumulative observed number of defectives. There is a diagram, where the x-axis shows the total number of items, and the y-axis represents the total number of observed defectives. The diagram includes accept and reject lines; where the equations are illustrated as following (Montgomery, 2007):

\[ X_A = -h_1 + sn \]  
\[ X_B = h_2 + sn \]

where

\( k = \log \left( \frac{p_2(1 - p_1)}{p_1(1 - p_2)} \right) \)

\( h_1 = \frac{\log(1 - \alpha)}{\beta} \)  
\( h_2 = \frac{\log(1 - \beta)}{\alpha} \)  
\( s = \frac{1 - p_1}{1 - p_2} \)

If the point of the total number of observed defectives is placed upper than the reject line, then batch is rejected. Also, if the point is placed lower than the accept line, the batch is accepted; if the point is placed between two lines then the inspection will continue until the point is placed higher than the reject line or lower than accept line until inspection is stopped. The diagram is shown in the Fig. 1.

### 3. Description of the model

In this section, we aim to describe and illustrate a model for two-state one-machine replacement problem using dynamic programming. Assumptions and formulas of the model are stated using Bayesian inference method. Then it is tried to create and implement a framework for model proposed by sequential sampling plan and partially observable Markov decision process.

The POMDP technique is applied to achieve from the partially observations to machine state; in other words, we want to gain machine state by checking partial observations; then sequential sampling plan is performed so that the machine starts to work and produces \( N \) items; by considering the framework presented, \( K \) observation is investigated; first the item is checked, then checking is continued item by item. In this article, it has been tried to present a model for two-state machine replacement problem using a dynamic programming. In fact, we aim to present a decision making model for maintenance and repairs under uncertain conditions.
It is supposed that the machine can be placed in two states of good and bad; the probability of being defective for machines depends on the amount of item produced. In fact, we are dealing with a decision tree and optimal decision is selected based on the produced parts quality. This means that if the number of nonconforming parts exceeds from the pre-defined threshold, the machine is in bad state and if it is less than this threshold, the machine is in good state.

In this model, using the statistical quality control techniques and partially observable Markov decision processes (POMDP), it is proposed to determine the probability of producing a defective product based on the machine state; if the machine is in good state, the defective observation distribution follows Bernoulli distribution with parameter $p_1$ and if the machine is in bad state, the defective observation distribution follows Bernoulli distribution with parameter $p_2$. Then, using the simulation technique, it has been tried to implement the proposed model in the practical cases.

To illustrate the model, some assumptions must be considered; it has been assumed that the machine can be placed in two states: good and bad. The backward dynamic programming is used; $\pi$ (the probability that the machine is in bad state) is considered as state variable. Also the number of the programming periods is stage variable; programming is performed in finite time horizon. The statistical quality control is used to determine the probability distribution of defective items. This assumption has been shown in Fig. 2.

![Machine State Diagram]

**Fig. 2.** Determining the parameters of the Bernoulli distribution for producing one item

Parameters and formulas of the model are illustrated in following; some of them are obtained using the Bayesian inference method.

- $\pi$: Probability that the machine is in bad state; $\{s=0\}$.
- $1-\pi$: Probability that the machine is in good state; $\{s=1\}$.
- $\alpha$: Discount factor; $\alpha \in [0,1]$.
- $p_1$: Probability that the observation is defective if the machine is in the good state.
- $p_2$: Probability that the observation is defective if the machine is in the bad state.
- $z$: Probability that the observation is defective.
- $L$: The defective observation.
- $pr_1$: The posterior probability of machine state when a nonconforming item is produced.
- $pr_2$: The posterior probability of machine state when a conforming item is produced.
$\Pi_0$: Probability of defective observation for new machine.

$\lambda$: The improvement rate after repair decision.

$n$: The number of remained stages (the stage variable).

$T$: The coefficient for the cost of repair decision.

$R$: The fixed cost for renew decision

$A$: Profit of a conforming item.

$C$: Cost of one nonconforming item.

$V_0(\pi)$: The salvage value of the machine (the value of the machine when no stage is remaining and the process terminates).

The optimality equation is illustrated as following:

$$V_n(\pi) = \min \{R + \alpha V_{n-1}(\pi_0), T \pi + \alpha V_{n-1}(\lambda \pi), ZC - (1 - Z)A + \alpha V_{n-1}(pr_1) Z + \alpha V_{n-1}(pr_2)(1 - Z) \}$$

(7)

where

$$V_0(\pi) = M \pi$$

(8)

$$Z = p(L | s_t = 0) p(s_t = 0) + p(L | s_t = 1) p(s_t = 1) = \pi p_2 + (1 - \pi) p_1$$

(9)

$$pr_1 = p(s_t = 0 | L) = \frac{p(L | s_t = 0) p(s_t = 0)}{p(L)} = \frac{p_2 \pi}{Z}$$

(10)

$$pr_2 = p(s_t = 0 | L^c) = \frac{p(L^c | s_t = 0) p(s_t = 0)}{p(L^c)} = \frac{(1 - p_2) \pi}{1 - Z}$$

(11)

![Fig. 3. Sequential sampling plan for machine replacement problem](image1)

![Fig. 4. Decision tree which includes the decisions of renew, repair or do nothing and continue](image2)
A combination of the condition-based maintenance (CBM) and sequential sampling plan is used to illustrate the model proposed. In this article, CBM is used when the point is placed to continue sampling area and can be chosen for the decisions of repairing the machine or can be continued sampling until the point is placed in rejected area and the renew decision is chosen; if the point is placed in accept area the decisions of the Do nothing is performed. Fig. 3 clearly shows sequential sampling method in machine replacement problem and a decision tree is designed which shows the details of each decision (Fig.4).

- A: Renew machine.
- B: Repair machine and continue production.
- C: Continue the production without any maintenance action.

Fig. 4 shows that if the renew decision is chosen, then the probability of producing defective item for new machine is equal to \( \pi_0 \); if the repair decision is chosen, the probability of producing a defective item reaches to \( \lambda \pi \); where \( \lambda \) is less than one; and if the decision of doing nothing and continuing is chosen then the machine continues production; first the machine produces one item; according to sequential sampling approach if the produced item is non-conforming, then the machine state is equal to \( pr_1 \) and if the produced item is conforming then the machine state is equal to \( pr_2 \).

4. Numerical example

In this section, a numerical example is solved for illustrating the application of proposed methodology. Input data of the problem is as follows:

\[
\begin{align*}
R &= 20, \alpha = 0.95, \pi_1 = 0.02, \\
T &= 15, \lambda = 0.4, p_1 = 0.1, \\
p_2 &= 0.6, C = 40, A = 10, M = 10
\end{align*}
\]

Assumptions and equations used in this model are simulated by MATLAB software and analyzing the model and the results are performed by this software. For example, if \( n = 9 \); decision making stages are available then the results for different values of state variable \( \pi \) are reported in Table 1.

**Table 1**

<table>
<thead>
<tr>
<th>( \pi )</th>
<th>Renew</th>
<th>Repair</th>
<th>Do nothing</th>
<th>( V_n(\pi) )</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-11.9751</td>
<td>-31.9751</td>
<td>-36.9751</td>
<td>-36.9751</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.05</td>
<td>-3.66617</td>
<td>-22.9162</td>
<td>-27.4162</td>
<td>-27.4162</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.1</td>
<td>4.64272</td>
<td>-13.8573</td>
<td>-17.8573</td>
<td>-17.8573</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.15</td>
<td>12.9516</td>
<td>-4.79839</td>
<td>-8.29839</td>
<td>-8.2984</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.2</td>
<td>20.45956</td>
<td>4.249884</td>
<td>1.249884</td>
<td>1.249884</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.25</td>
<td>20.45956</td>
<td>6.047801</td>
<td>4.511722</td>
<td>4.511722</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.3</td>
<td>20.45956</td>
<td>7.257361</td>
<td>6.893974</td>
<td>6.893974</td>
<td>Do nothing</td>
</tr>
<tr>
<td>0.35</td>
<td>20.45956</td>
<td>8.466921</td>
<td>9.429253</td>
<td>8.466921</td>
<td>Repair</td>
</tr>
<tr>
<td>0.4</td>
<td>20.45956</td>
<td>9.676481</td>
<td>12.13273</td>
<td>9.676481</td>
<td>Repair</td>
</tr>
<tr>
<td>0.45</td>
<td>20.45956</td>
<td>10.88604</td>
<td>15.02161</td>
<td>10.88604</td>
<td>Repair</td>
</tr>
<tr>
<td>0.5</td>
<td>20.45956</td>
<td>12.0956</td>
<td>18.11547</td>
<td>12.0956</td>
<td>Repair</td>
</tr>
<tr>
<td>0.55</td>
<td>20.45956</td>
<td>13.30516</td>
<td>21.09381</td>
<td>13.30516</td>
<td>Repair</td>
</tr>
<tr>
<td>0.6</td>
<td>20.45956</td>
<td>14.51472</td>
<td>23.28928</td>
<td>14.51472</td>
<td>Repair</td>
</tr>
<tr>
<td>0.65</td>
<td>20.45956</td>
<td>15.72428</td>
<td>25.48475</td>
<td>15.72428</td>
<td>Repair</td>
</tr>
<tr>
<td>0.7</td>
<td>20.45956</td>
<td>16.93384</td>
<td>27.68022</td>
<td>16.93384</td>
<td>Repair</td>
</tr>
<tr>
<td>0.75</td>
<td>20.45956</td>
<td>18.1434</td>
<td>29.87569</td>
<td>18.1434</td>
<td>Repair</td>
</tr>
<tr>
<td>0.8</td>
<td>20.45956</td>
<td>19.35296</td>
<td>32.07116</td>
<td>19.35296</td>
<td>Repair</td>
</tr>
<tr>
<td>0.85</td>
<td>20.45956</td>
<td>20.56252</td>
<td>34.26663</td>
<td>20.45956</td>
<td>Renew</td>
</tr>
<tr>
<td>0.9</td>
<td>20.45956</td>
<td>21.77208</td>
<td>36.4621</td>
<td>20.45956</td>
<td>Renew</td>
</tr>
<tr>
<td>0.95</td>
<td>20.45956</td>
<td>22.98164</td>
<td>38.1864</td>
<td>20.45956</td>
<td>Renew</td>
</tr>
<tr>
<td>1</td>
<td>20.45956</td>
<td>24.1912</td>
<td>39.4364</td>
<td>20.45956</td>
<td>Renew</td>
</tr>
</tbody>
</table>
It is seen that the optimal policy is a control threshold policy. When $0 \leq \pi \leq 0.35$, then optimal decision is to do nothing and continue; when $0.35 \leq \pi \leq 0.85$, then the optimal decision is to repair and when $\Pi \geq 0.85$, then the optimal decision is to renew and replace the machine (Fig. 5). Thus we can define two thresholds as $\pi_1^*$ and $\pi_2^*$ so that if $\pi \leq \pi_1^*$ then the optimal decision is to continue when $\pi_1^* \leq \pi \leq \pi_2^*$ then optimal decision is to repair and when $\pi \geq \pi_2^*$ then optimal decision is to renew.

**Fig. 5.** Diagram of the expected costs for each $\pi$

5. Sensitivity Analysis

A sensitivity analysis is applied to analyze the effects of changing parameters on the optimal solution. In each case of sensitivity analysis, one parameter of the model is varied. It is necessary to adjust the parameter value in a level so that one can easily interpret its behavior. Table 2 shows the results.

**Table 2**

The results of sensitivity analysis for the proposed sampling plan

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Changed value</th>
<th>$\pi_1^*$</th>
<th>$\pi_2^*$</th>
<th>Changed value</th>
<th>$\pi_1^*$</th>
<th>$\pi_2^*$</th>
<th>Changed value</th>
<th>$\pi_1^*$</th>
<th>$\pi_2^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_1</td>
<td>0.35</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td>0.4</td>
<td>0.85</td>
<td>0.4</td>
<td>0.55</td>
</tr>
<tr>
<td>P_2</td>
<td>0.85</td>
<td>0.4</td>
<td>0.55</td>
<td>0.35</td>
<td>0</td>
<td>0.55</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.15</td>
<td>0</td>
<td>0.3</td>
<td>0.65</td>
<td>0.45</td>
<td>0.55</td>
<td>0.9</td>
<td>0.35</td>
<td>0.5</td>
</tr>
<tr>
<td>$\Pi_0$</td>
<td>0.27</td>
<td>0</td>
<td>0.35</td>
<td>0.52</td>
<td>0</td>
<td>0.35</td>
<td>0.77</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>R</td>
<td>45</td>
<td>0</td>
<td>0.35</td>
<td>70</td>
<td>0</td>
<td>0.35</td>
<td>95</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>T</td>
<td>5</td>
<td>0</td>
<td>0.25</td>
<td>25</td>
<td>0.45</td>
<td>0.55</td>
<td>35</td>
<td>0</td>
<td>0.4</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>0.85</td>
<td>0.9</td>
<td>65</td>
<td>0.1</td>
<td>0.85</td>
<td>100</td>
<td>0</td>
<td>0.85</td>
</tr>
<tr>
<td>A</td>
<td>30</td>
<td>0.8</td>
<td>0.85</td>
<td>30</td>
<td>0</td>
<td>0.95</td>
<td>100</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>35</td>
<td>0.35</td>
<td>0.85</td>
<td>60</td>
<td>0.35</td>
<td>0.85</td>
<td>100</td>
<td>0.35</td>
<td>0.85</td>
</tr>
</tbody>
</table>
According to Table 2, it is seen the regular and irregular patterns with increasing or decreasing values of parameters; in other words, regular patterns include $P_1, P_2, \pi_0, R, C, A, M$ and irregular patterns include $\lambda, T$. For example, values of $\pi_1^*, \pi_2^*$ increase and limit of the repair decision decreases by increasing $P_1$. Also values of $\pi_1^*, \pi_2^*$ reach to 0 and 1 by increasing of $A$; it means that the repair decision is always chosen. Details of sensitive analyze technique are illustrated in Fig. 6.

![Diagram](image)

**Fig. 6.** Sensitivity analysis technique for parameters with regular patterns

### 6. Conclusion

In this article, we have presented a dynamic programming model in a finite time horizon to determine a control threshold policy using POMDP technique and sequential sampling plan for two-state machine replacement problem in the different stages. Using dynamic programming technique and sequential sampling plan by considering decision tree (including renew, repair and continue the production) is a novel and innovative method for modeling machine replacement problem. This model has been applied for optimizing expected cost in machine replacement problem based on the methods of sequential sampling and Bayesian inferences. A decision tree has been implemented to determine which decision can be chosen; if each decision is chosen the related cost is applied. A cost objective function including the costs of replacement and repair and the cost of defectives is considered. The presented model can be used in the production department that machine deterioration is investigated using the quality of produced items.
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