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 This paper focuses on routing flexibility, which is the ability to manufacture a part type via 
several routes and/or to perform different operations on more than one machine. Specifically, 
the paper presents a comprehensive method for the measurement of routing flexibility, in a 
generic manufacturing system. The problem is approached in a modular way, starting from a 
basic set of flexibility indexes. These are progressively extended to include more 
comprehensive and complex routing attributes, such as: the average efficiency, the range and 
the homogeneous distribution of the alternative routes. Two procedures are finally proposed to 
compare manufacturing systems in terms of routing flexibility. The first one uses a vectorial 
representation of the previously defined indexes and the second one is based on data 
envelopment analysis, a multi-criteria decision making approach. The paper concludes with a 
numerical example, supported by discrete event simulation, which validates the proposed 
approach. 
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1. Introduction 

Nowadays the industrial field is characterized by a continuous strain to enhance manufacturing 
flexibility, which has become one of the main levers to succeed in an ever-changing market. 
Manufacturing flexibility can be generally defined as the ability of a productive system to quickly 
react to the changes occurring in its internal and/or external environment, and is especially important 
for flexible manufacturing systems (FMS) and for flexible assembly systems (FAS). Indeed, this 
significant attribute distinguishes advanced manufacturing systems from the traditional high-volume 
process-dedicated production systems, like flow shops and/or automated transfer lines (Chan, 2001; 
Borenstein & Rohde, 2005). In addition, FMS and FAS generally require conspicuous initial 
investments that are difficult to be justified, unless the tangible and intangible benefits arising from 
an increase of flexibility can be fully captured and quantified. As observed by Gupta and Goyal 
(1989), Sethi and Sethi (1990), Sarker et al. (1994) and Zhang et al. (2002), measuring flexibility is a 
major concern, because the use of financial evaluation methods (i.e. Net present value, internal rate of 
return and payback period) is seldom appropriate to take decisions on the acquisition of advanced 
manufacturing technologies.  
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Unfortunately, there is not a unified framework to quantify and measure flexibility (Slack, 1987; 
Beskese et al. 2004) and some authors (Gupta & Buzacott 1989) even raise doubts on the possibility 
of measuring it, by means of quantitative attributes only. This is due to the high number of potential 
environmental changes (machine breakdowns, volume and/or mix changes, introduction of new 
products, etc.) that make it hard or even impossible to include all the critical aspects of flexibility into 
a single metric (Azzone & Bertelè, 1991). Nonetheless, useful managerial insights can be obtained by 
dividing flexibility into independent elementary concepts and limiting the analysis to few distinctive 
features of a manufacturing system. As a matter of fact a great effort has been made to build 
quantitative analytical tools to measure different types of flexibility, such as: sequencing flexibility, 
machine flexibility, routing flexibility, volume flexibility, product mix flexibility, layout flexibility 
and labour flexibility (Brill & Mandelbaun, 1989; Hutchinson & Sinha, 1989; Taymaz, 1989; 
Kochikar & Narendran, 1992; Nagarur, 1992; Roll et al., 1992; Chen & Chung, 1996; Das, 1996; 
Chang, 2004). 

The present work focuses on routing flexibility, which is the ability to process a part type via several 
routes. This choice is motivated by the fact that routing flexibility has been recognized as a 
fundamental competitive lever for advanced manufacturing systems (Caprihan & Wadhwa, 1997; Yu 
& Green, 2000; Chang, 2007), since it simplifies the scheduling and the balancing of the machines 
and facilitates the fulfilment of the customers’ requirements (Sethi & Sethi, 1990). Furthermore, in 
technical literature there seems to be a lack of multi dimensional approaches capable to fully describe 
this important parameter (Chang, 2007). Therefore, the objective of this paper consists in the 
development of a comprehensive methodology to measure and to capture the main aspects of routing 
flexibility. 

Nomenclature 
P = number of part types 
p = part type subscript 
M = number of machines 
m = machine subscript 
Rp = number of routes for the p-th part type 
෨ܴ = number of alternative routes for the p-th part type 
TR = Total number of routes 
r = route subscript 
M = Machine-Part matrix 
T = Time matrix 
C = cost matrix 
 

Main indexes 
ARErp = Alternative Route Efficiency  
JRAE =Job Routing Average Efficiency 
JRR = Job Routing Range 
JRV = Job Routing Versatility 
GRE = Global Routing Efficiency 
GRR = Global Routing Range 
GRV = Global Routing Versatility 
GRF = Global Routing Flexibility 
 
2. Routing flexibility 
In this paper routing flexibility follows the frequently adopted definition given by Browne et al. 
(1984) and it is considered as “the ability to handle breakdowns and to continue producing the given 
set of part types. This ability exists if either a part type can be processed via several routes or, 
equivalently, if each operation can be performed on more than one machine”. In other words, the 
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concept of routing flexibility is strictly related to the capacity to handle breakdowns by means of 
alternative routes, and becomes evident if production has no meaningful and dramatic downtimes.  

With the terminology of Buzacott (1982), this type of flexibility is also referred as cycle time 
flexibility, for it protects production rate from breakdowns. Alternatively, Chen et al. (1992), Gerwin 
(1993) and Das (1996) named it re-routing flexibility, considering the number of viable routes as its 
main feature. Literature on the subject matter is rather extensive and one of the first attempts to 
measure routing flexibility can be found in the work by Browne et. al. (1984), who proposed the use 
of the average variation in the production rate (when a breakdown occurs) as a first proxy of routing 
flexibility. Chatterjee et al. (1987) suggested a different measure based on the ratio of the number of 
available routes, to the total number of manufactured products. Similarly, by observing that routing 
flexibility (RF) is linked to the ability of the material handling system to connect two generic 
machines, Nagarur (1992) proposed an index based on the proportion of the available alternative 
routes with respect to the potential ones:  

RF ൌ
∑ ∑ ܺ

ܯሺܯ െ 1ሻ, (1)

where Xlm equals one if the l-th and the m-th machine (with l ≠ m) are connected and zero otherwise, 
and M(M-1) is the total number of potential routes in a system consists of M machines. An equivalent 
approach was proposed by Kochikar and Narendran (1992), who directly addressed the measurement 
of routing flexibility in FMSs with the introduction of the Producibility index ρp(M) of the p-th part 
type with respect to the M-th machine set. This index represents the ratio of the number of available 
routing options at each stage, over the total number of options existing at that stage. 

All the previously mentioned approaches consider a single dimension of routing flexibility; however, 
to get a more comprehensive measure, Das (1996) stressed the necessity to create a more complex 
analytical tool capable to capture the differences of alternative routes in terms of disparity and 
efficiency. Disparity should account for the level of machinery and equipment communality, while 
efficiency should address the difference in processing time between an alternative route and the 
shortest one. The author also observed that each flexibility dimension should be conveniently 
evaluated by multiple measures, rather than by a single one. Indeed a multi level approach makes it 
possible to separate and discriminate the different aspects of flexibility in a more precise and reliable 
way. A first attempt to address multiple dimensions of routing flexibility was made by Chen and 
Chung (1996), who proposed a set of indexes relative to a generic set of part types. In doing so the 
authors introduced and distinguished the concepts of potential routing flexibility, actual routing 
flexibility, and routing flexibility utilisation.  

Recently, Chang et al. (2001) argued that a comprehensive model for the measurement of routing 
flexibility should consider, at least, two important attributes of a manufacturing system: the efficiency 
E and the versatility V (i.e. the numerousness) of its routes. Starting form this work, Chang (2007) 
proposed a three dimensional framework, which also considers routing variety D, an attribute that 
quantifies the differences of the alternative routes available for a part type p. Specifically, the variety 
D is evaluated as follows, 

ܦ ൌ
1

ܴሺܴ െ 1ሻ   ݀ሺ௦ሻ,,

ோ

௦ୀଵ
௦ஷ

ோ

ୀଵ

 (2)

where Rp is the number of routes (of the p-th part type) and ݀ሺ௦ሻ, is the ratio of the number of 
different machines to the total number of machines of the r-th and s-th route. 
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To compute the efficiency Ep, several operating parameter are combined by means of data 
envelopment analysis (DEA), a multi-criteria decision making technique based on linear 
programming (Cooper et al., 2004). In doing so, an output oriented CCR model (Charnes et al., 1978) 
is used, taking manufacturing costs, set up and processing times as the input decision variables, and 
the output quantity and quality (of the routes) as the output decision variables. Solving a CCR model 
for each route, one obtains Rp basic efficiencies erp, whose average value gives the overall efficiency 
Ep: 

ܧ ൌ
1

ܴ
 ݁.

ோ

ୀଵ

 (3)

To evaluate the versatility Vp, the author proposed a method based on the entropy approach, which 
was firstly introduced by Shannon (1948) in information theory and then adapted to the measurement 
of flexibility by Yao (1985) and Kumar (1987). As demonstrated by Eq. (4), this choice is motivated 
by the observation that the entropy approach satisfies both the versatility and the uniformity 
requirement of a flexible system, as its value increases with the number of alternative routes and with 
the even distribution of efficient routes among different part types. 

ܸ ൌ െ  ݒ log൫ݒ൯ , 

ோ

ୀଵ

 (4)

where vrp represents the normalized efficiency of the r-th alternative route. 

Finally, if P part types are manufactured, the routing flexibility of the whole system is measured as: 

ܺܮܨܱܴ ൌ ଵ


∑ ܧ · ܸ · ܦ

ୀଵ . (5)

In this paper, an alternative framework for the assessment of routing flexibility is presented, with the 
objective to incorporate several crucial performance factors into a consistent set of routing flexibility 
indexes. To this aim, the problem is approached in a modular way, starting from basic flexibility 
indexes, which are progressively extended in order to include more detailed and complex routing 
aspects in a set of metrics, suitable at a different level of complexity and characterized by an easy 
analytical shape. The main aspects that have been considered are: (i) the efficiency (evaluated in term 
of cost and time), (ii) the number and (iii) the homogeneous distribution of the alternative routes. 
Additionally, the basic set of indexes has been expanded to capture other meaningful parameters that 
can affect the routing flexibility of a manufacturing system. These are: the covering degree, the 
production quality, the backtracking probability and the availability of the equipment installed in the 
plant.  

To complete the work and to improve its practical utility, two approaches, that make it possible to 
compare manufacturing systems in terms of routing flexibility, are also presented. The first one uses a 
vectorial representation to visualize the global routing flexibility in a three dimensional space, and to 
compare it with that of an ideal manufacturing system. The second one is based on a multi-output 
single-input DEA model, and can be used to compare two or more manufacturing systems in relative 
terms. Both approaches are clearly explained and validated by means of a numerical example 
supported by a discrete event simulation model. 

3. Operating data 

In the following part of the paper we will consider a production system characterized by P part types 
(i.e. jobs) and M machines. Each product must be associated to a binary Part-Machine matrix 
෩ࡹ ൌ หݔ,ห that encodes all its feasible routes. In the matrix, routes are listed in columns, machines 
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are listed in rows and a generic element xmr is one if the r-th processing route requires the m-th 
machine, and zero otherwise. The convention is used to assign the first column of ࡹ෩  to the standard 
route and to use the subscript r = 0 to denote the standard route.  

For the sake of simplicity, all the Part-Machine matrixes can be assembled in a three dimensional 
structure ࡹ ൌ หݔ,,ห, whose third dimension refers to the part type. In this way, a generic entry xmrp 
is one if the r-th processing route of the p-th part type requires the m-th machine. An example (Matrix 
1) of an M matrix is built considering three part types (pi) manufactured using five different machines 
(mi). 

  p1 p2 p3 

 m1 1 1 1 1 0 

 m2 0 1 0 1 1 

M =  m3 0 1 0 1 1 

 m4 1 0 0 1 1 

 m5 1 1 1 0 0 

  r01 r11 r02 r12 r03 

 
Matrix 1 An example of three-dimensional Part-Machine matrix 
Each column r0p represents the standard route of the p-th part type, while rrp denotes its r-th 
alternative route. For example, both p1 and p2 can be manufactured via an alternative route, r11 and 
r12, respectively. 

Replacing all the values xmrp of the M matrix with the corresponding processing times tmrp, a 
processing time matrix ࢀ ൌ หݐ,,ห can be obtained. In this case, the values tmrp should include, at 
least, the cycle time and the transportation time that are needed to process and move the p-th part 
along its r-th route. Besides, the time values tmrp could also include the set-up time, especially when 
the change-over tasks have a meaningful variation in relation with the adopted production sequence.  

The operating data that will be used to evaluate routing flexibility include, lastly, the manufacturing 
cost per time unit. These costs must be computed for each machine and can be arranged within an M-
dimensional array ෩ ൌ ሾܿ̃ଵ, ܿ̃ଶ, … , ܿ̃, … , ܿ̃ெሿ, whose generic element ܿ̃ represents the cost per unit 
of time of the m-th machine. Finally, if the production times are multiplied by the corresponding 
costs, the production cost matrix  ൌ หܿ,,ห ൌ หݐ,, · ܿ̃ห is obtained. From the values of C, the 
route production cost RCrp can be easily computed as follows:  

RC୰୮ ൌ  ܿ .           
ெ

ୀଵ

 (6)

4. Basic routing flexibility indexes 

In this section the basic metrics of alternative processing routes will be defined. Subsequently, these 
metrics will be aggregated to evaluate the routing flexibility of a productive system, taking into 
account the number, the efficiency and the homogeneous distribution of all the feasible alternative 
routes. 
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4.1. Job Routing Average Efficiency 

The efficiency of the r-th alternative route of the p-th part type can be expressed in terms of the route 
production cost RCrp, taking the cost of the standard route RC0p as the reference parameter. In this 
way, the alternative route efficiency ARErp is formally defined as: 

ARE୰୮ ൌ
RC୮

RC୰୮
ݎ         ് 0 (7)

If a part type has several alternative routes ෨ܴ, a second index, called job routing average efficiency 
JRAEp, can be used to evaluate the average efficiency of its alternative routes:  

JRAE୮ ൌ
∑ ARE୰୮

ோ෨
ୀଵ

෨ܴ
.    (8)

4.2. Job Routing Range 

The index JRAEp has the advantage to be very easy, but unfortunately it does not adequately consider 
the number of alternative routes deployed for the p-th part type and, for this reason, it can lead to 
misleading results.  

For instance, consider the situation given in Matrix 2, which displays three part types characterized 
by one, two and three alternative routes, respectively. In this case, a straight comparison of the job 
routing average efficiencies (JRAE1 = 0.9, JRAE2 = 0.8, JRAE3 = 0.63) would indicate p1 as the part 
type with the higher routing flexibility. This result could legitimate some doubts: as a matter of fact 
the routing flexibility of p3 should be greater than that of p1 because p3 has three alternative routes 
and one of them has the same efficiency as r11, which is the only alternative route of p1. 

C =  

2 2  1  1  2  

 1  2 1 1 1  4 

3  2  2  2  3 

  3 4 2     

2     2 1.25 2 4 

2 3  1 2  1   

 3 2  3   3  

 1 1 2  2 1.4 3 4 

 r01 r11 r02 r12 r22 r03 r13 r23 r33 

Matrix 2 An example of Cost matrix 

Such problem can be overcome through the introduction of an additional index called job routing 
range JRR, which is zero for an item without alternative routes. To compute JRR we start by 
observing that, the greater the number of viable routes, the greater the flexibility. However, the 
marginal increase of flexibility (due to the addition of an alternative route) also depends on the 
number of the alternative routes ෨ܴ available for the p-th part type. If ෨ܴ is low, the capacity to 
counteract failures is noticeably augmented as the number of alternative routes increases from ෨ܴ to 
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( ෨ܴ +1). Vice versa if ෨ܴ is high, the effect of an additional route has a negligible effect. To fulfil 
these requirements, JRRp can be represented as an increasing function of ෨ܴ: 

JRR୮൫ ෨ܴ൯ ൌ

ە
۔

1ۓ െ  ቆ1 െ
෨ܴ

ሺܴܶ െ 1ሻቇ
ఈ

   if ܴܶ  2

0                                        otherwise

 (9)

where TR is the total number of routes of the system and αp is a shape parameter greater than one. 

As clearly shown in Eq. (9), JRRp is a nonzero positive number, provided that there is, at least, one 
alternative route. Specifically, JRRp equals zero if the p-th product can be processed only via its 
standard route (i.e. ෨ܴ = 0), whereas JRRp equals one if the part type shares all the alternative routes 
deployed in the system (i.e. ෨ܴ = [TR-1]). 

Conversely, when there is a unique processing route (i.e. TR = 1 and ෨ܴ = 0 ∀p) JRRp equals zero, 
because the manufacturing system does not have routing flexibility. This particular condition does not 
have any practical interest and have been included in Eq. (9) only for the sake of clarity. Indeed, a 
system with a single route corresponds to a rigid production/assembly line, which cannot be 
adequately described with the set of indexes proposed in this paper.  

To better explain the effect of the shape parameter on the job routing range, Fig. 1 shows the shape of 
JRRp when TR equals ten and αp increases from one to nine. 

 

Fig. 1. Job routing range evaluation function 

To evaluate JRRp one needs to define a sensible value for the shape parameter αp. To this aim, an 
approach based on the complexity and on the availability of the machines of the standard route can be 
used. The complexity of the standard production route is an important parameter for the 
determination of αp because it influences the easiness to generate new alternative routes. This peculiar 
parameter can be captured by the standard route complexity index SRCp, defined as the number of 
machines of the standard route, over the number of machines installed in the plant: 

SRC୮ ൌ
∑ ݔ

ெ
ୀଵ

ܯ  , (10)

where M is the total number of machine and xm0p is a generic value of the standard route columns of 
the M matrix. 

In the computation of αp also machine availability should be taken into account. Indeed, to avoid 
dramatic production downtimes, it is a good managerial practice to deploy alternative routes for jobs 
that are processed by machines subject to frequent breakdowns and/or to long lasting periods of 
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maintenance. Conversely, if the availability of the machines of the standard route is high, there is no 
need to introduce many alternative routes. 

Under the hypothesis that the likelihood of two simultaneous failures (for the standard and for the 
alternative route) is negligible, the standard route availability SRAp can be expressed as: 

 SRA୮ ൌ ෑ       A୫ݔ
ெ

ୀଵ

 (11)

A୫ ൌ
MTBF୫

MTBF୫  MTTR୫
 (12)

where A is the steady state availability, MTBF and MTTR stand for mean time between failure and 
mean time to repair, respectively (O’Connor, 2002). 

SRC୮ and SRA୮ can be finally combined to obtain a meaningful value for αp: 

ߙ ൌ ቆ
1

1 െ SRA୮
ቇ

SRC౦

       (13)

As shown by Eq. (13) αp decreases when the route availability SRAp approaches one. This is because 
(1 – SRAp) represents an estimation for the frequency of the p-th job to be processed with an 
alternative route, and can be seen as an indicator of the necessity to deploy additional routes. 
Conversely αp increases as the complexity SRCp tends to one. Indeed, the capability to arrange 
alternative routes greatly diminishes with the increase in the complexity of the standard route. 

To better explain the use of JRRp, we re-consider the previous example under the hypothesis that the 
standard routes for p1, p2 and p3 are characterized by a 90% availability. In this case, remembering 
that p1, p2 and p3 do not share any route (i.e. TR = 9), that M = 8 and that ෨ܴଵ=1, ෨ܴଶ=2, ෨ܴଷ=3, one 
obtains the following estimates: 

SRCଵ ൌ SRCଶ ൌ SRCଷ ൌ
∑ ݔ

଼
ୀଵ

8 ൌ 0.5 

ଵߙ ൌ ଶߙ ൌ ଷߙ ൌ ቆ
1

1 െ SRA୮
ቇ

SRC౦

ൌ ൬
1

0.1൰
.ହ

؆ 3.16 

JRRଵ ؆ 34.4% , JRRଶ ؆ 59.7% ,           JRRଷ ؆ 77.3% 
In accordance with these values, the ranking that was previously obtained by making a straight 
comparison of the JRAE indexes (i.e. p1, p2, p3) has been completely altered. Indeed p3 is now ranked 
as the part type with the highest routing flexibility, followed by p2 and by p1, respectively. This seems 
to be correct because, as previously noted, p3 has three alternative routes and one of them has the 
same efficiency as r11, which is the only alternative route of p1. 

4.3. Job Routing Versatility 

In analogy with the approach proposed by Chang (2001, 2007), the information concerning the 
efficiency and the range of the routes can be aggregated into a single metric called job routing 
versatility JRVp. To this aim, for each part type we introduce two vectors, namely the efficiency 
vector Ep and the range vector Rp, both of dimension (TR – 1). As shown in Eq. (14), the first ෨ܴ 
elements of Ep are the alternative routing efficiencies of the p-th part type, indexed in a decreasing 
way. All the remaining (TR - ෨ܴ-1) values are zero. 



F. Zammori et al. / International Journal of Industrial Engineering Computations 2 (2011) 
 

601

ࡱ ൌ ൫ARE୰୮൯
ଵ

, ൫ARE୰୮൯
ଶ

, … , ൫ARE୰୮൯

, … , ൫ARE୰୮൯

ோ෨
, 0ோ, … , 0ሺ்ோିଵሻ൨ 

(14)  with  ݅ ൌ 1, … , ሺܴܶ െ 1ሻ, ሾ݅ሿࡱ ് 0 ݅ א ൣ1, ෨ܴ൧ and 

 ൫ARE୰୮൯
ଵ

 ൫ARE୰୮൯
ଶ

 ڮ  ൫ARE୰୮൯


 ڮ  ൫ARE୰୮൯
ோ෨

 

Similarly, as shown in Fig. 2, Rp contains the marginal increments of flexibility ΔJRRp(i), that can be 
obtained with the introduction of an additional route for the p-th part type. 

ࡾ ൌ ൣ∆JRR୮ሺ1ሻ, ∆JRR୮ሺ2ሻ, … , ∆JRR୮ሺ݅ሻ, … , ∆JRR୮ሺܴܶ െ 1ሻ൧  

with   ݅ ൌ 1, … , ሺܴܶ െ 1ሻ  and   ∆JRR୮ሺ݅ሻ ൌ ቀJRR୮ሺ݅ሻ െ JRR୮ሺ݅ െ 1ሻቁ  (15)

 

Fig. 2. Job Routing range marginal increments 

Since the flexibility rises as the number of alternative routes increases and/or if the efficient routes 
are evenly distributed among different part types, the versatility can be obtained as the scalar product 
of vector Ep and Rp. In this way, the routing flexibility is evaluated as a weighted average of the 
efficiency of each alternative route, using the marginal increment of flexibility as weighting 
coefficients. 
JRV୮ ൌ ,ࡱۃ (16) . ۄࡾ

Since the sum of the elements of Rp equals one (i.e. ∑ ሾ݅ሿࡾ ൌ ோିଵ்  1
ୀଵ ), it is easy to see that JRVp 

changes between zero and one. Specifically JRVp can be one only if the p-th part type can be 
manufactured via (TR-1) alternatives routes with a 100% efficiency. To better explain the concept of 
JRVp, let us consider again the numerical example introduced in section 4.2. In this case it results: 

JRV1 = [0.9,0,0,0,0,0,0,0]×[0.344,0.253,0.176,0.115,0.067,0.033,0.011,0.001] ≅ 31% 

JRV2 = [0.8,0.8,0,0,0,0,0,0]×[0.344,0.253,0.176,0.115,0.067,0.033,0.011,0.001] ≅ 48% 

JRV3 = [0.9,0.6,0.4,0,0,0,0,0]×[0.344,0.253,0.176,0.115,0.067,0.033,0.011,0.001] ≅53% 

This result improves the ranking obtained using the JRR indexes because, as observed at the 
beginning of section 4.2, the routing flexibility of p2 and p3 must be similar and bigger than that of p1. 

5. Global routing flexibility indexes 

JRAEp and JRRp can be used, at an aggregate level, to characterize the whole manufacturing system 
in terms of global routing efficiency (GRE) and global routing range (GRR). These two global 
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indices are defined in Eqs. (17-18) and give the average efficiency and the average range of the routes 
of a manufacturing system. 

GRE ൌ
∑ JRAE୮


ୀଵ

ܲ , (17)

GRR ൌ
∑ JRR୮


ୀଵ

ܲ . (18)

Unfortunately, GRE and GRR tend to neglect how evenly routes are distributed among the P part 
types. As a matter of fact, a system characterised by many alternative routes, but relevant to a few 
products only, will result less flexible than a system with an identical number of routes, but uniformly 
distributed among several products. Similarly, a manufacturing system where only a few products can 
exploit the most efficient processing routes and the majority of products rely on the least efficient 
ones is, by evidence, less flexible than a system which utilizes both efficient and inefficient routes 
with higher product uniformity. 

To find a remedy to this circumstance we can use JRVp to define an additional global index called 
global routing versatility (GRV), which should be zero for a system characterized by the worst 
possible distribution (of the alternative routes) and one in the best case. The first circumstance 
corresponds to the condition of (P - 1) part types being processed via the standard route and one item 
alone being the outcome of all the alternative routes listed in the M matrix (i.e. JRV1 = JRV2 = JRV3 
= … = JRV(P-1) = 0; JRVP > 0). Conversely, the latter circumstance corresponds to a homogeneous 
distribution of routes among jobs (i.e. JRV1 = JRV2 = … = JRVP > 0).  

Considering these requirements, to evaluate GRV we can use the Gini concentration index (GCI), 
which is a common measure of statistical dispersions (Gini, 1921).  

GCI ൌ  ቆ
݆
ܲ െ

∑ ሾ݅ሿࢂ
ୀଵ

JRVTOT
ቇ ,     



ୀଵ

 (19)

where JRVTOT ൌ ∑ ሾ݅ሿࢂ
ୀଵ , and V[i] is the i-th element of the routing versatility vector V, which 

contains the values of JRVp for each part type, indexed in an increasing order: 

ࢂ ൌ ቂ൫JRV୮൯
ଵ

, ൫JRV୮൯
ଶ

, … , ൫JRV୮൯

, … , ൫JRV୮൯

P
ቃ 

(20)
with   ݅ ൌ 1, … , ܲ  and  ൫JRV୮൯

ଵ
  ൫JRV୮൯

ଶ
 ڮ  ൫JRV୮൯


 ڮ  ൫JRV୮൯

P
. 

When a single part type is the outcome of all the alternative routes listed in the M matrix, GCI equals 
(P – 1)/2, which is the maximum value that this index can take. Indeed, in this particular 
circumstance, since a single product (i.e. the one placed in the P-th position of vector V) benefits of a 
non null routing flexibility, we have V[i] = 0 ∀i ≠ P and JRVTOT = ∑ ሾ݅ሿPࢂ

୧ୀଵ ൌ  .Therefore Eq .[P]ࢂ
(19) can be simplified as follows, 

GCI ൌ  ቆ
݆
ܲ െ

∑ ሾ݅ሿࢂ
ୀଵ

JRVTOT
ቇ ൌൌ ൬

1
P െ

0ଵ

ሾܲሿ൰ࢂ  ൬
2
ܲ െ

0ଵ  0ଶ

ሾܲሿࢂ ൰  ڮ   ቆ
ܲ
ܲ െ

0ଵ  ڮ  0P  ሾܲሿ܄
ሾܲሿࢂ ቇ 



ୀଵ

 

        ൌ ቀ∑ ቀ


 0ቁିଵ
ୀଵ ቁ  ቀ


െ 1ቁ ൌ ଵ


∑ ݆ିଵ

ୀଵ ൌ ଵ


ሺିଵሻ
ଶ

ൌ ିଵ
ଶ

. 

Conversely, GCI is zero if the alternative routes are evenly distributed among part types, so that V[1] 
= V[2] = … = V[i] = ... = V[P] and JRFTOT = P⋅V[i] ∀i. In this case it results: 
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GCI ൌ  ቆ
݆
ܲ െ

∑ ሾ݅ሿࢂ
ୀଵ

JRVTOT
ቇ ൌ  ൬

݆
ܲ െ

݆ · ሾ݅ሿࢂ
ܲ ·     ሾ݅ሿ൰ࢂ



ୀଵ

ൌ 0.   


ୀଵ

 

Owing to these considerations, to obtain an index that ranges in the interval between zero and one (in 
correspondence to the worst and to the optimum condition), we can formally define GRV in the 
following way, 

GRV ൌ 1 െ
ܫܥܩ2

ሺܲ െ 1ሻ.        (21)

6. Routing flexibility vector 

In order to come up with a single measure of routing flexibility, a three-dimensional picture may be 
helpful to simultaneously illustrate all the different themes previously discussed. In doing so a global 
routing flexibility index (GRF) can be conceived as the modulus of a three-dimensional vector ࡾഥ 
whose coordinates are GRE, GRR and GRV, respectively. 

ഥࡾ ൌ GREଓ̂  GRRଔ̂  GRV݇  ,                    (22)
ܨܴܩ ൌ ඥGREଶ  GRRଶ  GRVଶ   ,          (23)
with values included between 0 and √3. 

Although GRF is more synthetic, it is also a bit less selective, since the threefold information 
concerning number, efficiency and distribution of alternative processing routes gets lost. In other 
words, GRF is not much relevant by itself. Clearly, what discriminates between the flexibility of two 
or more alternative systems is the degree of balance among the underlying contributions given by 
GRE, GRR and GRV.  

To maintain the selectiveness of the information, an alternative approach is to consider the cosine 
similarity ߰ between ࡾഥ and the best conceivable flexibility vector ࡾഥ ൌ 1ଓ̂  1ଔ̂  1݇. This is a 
frequently adopted way to compare two vectors, by measuring the cosine of the angle θ between them 
(Manning et al. 2008). In other words, the cosine similarity determines whether two vectors are 
pointing in roughly the same direction or not. Therefore, the bigger the angle θ  between ࡾഥ and ࡾഥ 
(i.e. the lower the cosine similarity ߰) the worse the situation. The cosine similarity can be easily 
computed as shown by Eq. (24): 

߰ ൌ ሻߠሺݏܿ ൌ ቆ
ഥ,ࡾۃ ۄ ഥࡾ 
ഥ|ቇࡾ|| ഥࡾ| ൌ ൬

GRE  GRR  GRV
3√ܨܴܩ

൰ .  (24)

Finally GRF and ߰ can be conveniently combined in a single metric, with values in the range 
between zero and one as follows, 

ߴ   ൌ
ܴܴܩ
√3

· ߰ (25)

Such a framework, based on the above-mentioned indices, is an immediate visual tool to evaluate the 
flexibility of a manufacturing system and to provide useful indications for corrective actions. 
Actually, the target should be that to get a balance among the values of GRE, GRR and GRV, which 
should be as close as possible to one. Suppose for example that an apparently satisfying GRF value 
comes from the combination of a low GRV and a valuable GRR and GRE. This means that the 
manufacturing system features a potential machine routing flexibility, which is poorly exploited, 
since several highly efficient alternative routes are available for a few products only. In this case, 
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priority should be given to redesigning products, rather than keeping on investing in additional 
flexible machines. 

7. A DEA based flexibility assessment method 

In this section, an alternative DEA based approach is presented to combine GRE, GRR and GRV into 
a global routing flexibility score ߴ. As well known, assessing and comparing the efficiency of N 
decision making units (DMU) (i.e. operating systems) can be vague and subjective in that it depends 
on the factors and on the basis for the selected comparison. If a DMUj is characterized by I inputs xij 
and K outputs ykj, one could measure its efficiency ߴ as follows, 

ߴ ൌ
∑ ݕݑ


ୀଵ

∑ ݔݒ
ூ
ୀଵ

, (26)

where u1,..., uK and v1,..., vI are weighting factors associated with the outputs and the inputs, 
respectively. Unfortunately, also Eq. (26) generates some problems, since ߴ depends strongly on the 
adopted set of weights. At different weights, the efficiency value may undergo relevant variations and 
it becomes difficult to fix a single structure of weights that might be accepted by all the DMUs.  

A DEA approach can solve this problem by evaluating the efficiency of each DMU, through the 
weights system that is the best for the DMU itself. This implies the solution of N linear programming 
models to find the system of weights that allows the efficiency of each DMU to be maximized. To 
this aim models (26-27) are frequently adopted, which are known as the standard output oriented 
CCR models, expressed in primal and dual form, respectively. In the CCR models the subscript 0 
represents the DMU which is being evaluated and ݏ

ି, ݏ
ାare slack variables. DMUs for which the 

optimal value q* = φ* ≠ 1 are inefficient, whereas, provided that q* = φ* = 1, a DMU is said 
technically efficient if all the slack variables equal zero and is said weakly efficient if some slack 
variables are greater than zero. For a further discussion concerning these and similar models, the 
reader is referred to the clear work by Cooper et al. (2004). 

min ݍ ൌ  ݔݒ

ூ

ୀଵ

 

subject to 

 ݔݒ

ூ

ୀଵ

െ  ݕݑ



ୀଵ

 ݆    0 א ሾ1, ܰሿ 

 ݕݑ



  ୀଵ

ൌ 1   

,ݑ  ݒ   א ݇   0 ሾ1, ,ሿܭ ݅  א ሾ1,  ሿܫ

 
 
 

(27)

  
max ߶ 
subject to 

 ߣݔ

ே

ୀଵ

 ݏ
ି ൌ א ݅    ݔ ሾ1,  ሿܫ

 ߣݕ

ே

  ୀଵ

െ ݏ
ା ൌ א ݇  ݕ߶ ሾ1,  ሿܭ

ߣ   א ݆  0 ሾ1, ܰሿ 

(28)
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Unfortunately it is sometimes difficult to recover the explicit input–output relationship among the 
data, as required by the standard DEA models. This typically occurs when, as in the present case, one 
wants to combine a set of performance indicator into a global score. In these circumstances data sets 
are given without inputs (i.e. performance indicators are estimates of the goodness of the outputs), or 
the original input–output data cannot be easily recovered. As demonstrated by (Lovell & Pastor, 
1999), a standard CCR model without explicit inputs and/or outputs cannot be used, since it would 
rate all DMUs as inefficient. However, a possible solution can be found in the landmark work by 
Thompson et al. (1986), who suggest using a single constant input CCR model. In the present case, 
this specific model assumes the dual form given in Eq. (29). 

Note that in this case, an optimal value ߶1 =כ suggests maximal flexibility, conversely an optimal 
value ߶1 < כ suggests insufficient flexibility, since it is possible to expand all performance indicators 
by 100 · ሺ߶כ െ 1ሻ%, without exceeding the best performance observed among the N DMUs. In other 
words, the larger the value of ߶כ, the weaker the routing flexibility.  

max ߶ 
subject to 

 ߣܧܴܩ

ே

  ୀଵ

  ܧܴܩ߶

 ܴܩ ܴߣ

ே

  ୀଵ

  ܴܴܩ߶

 ܴܩ ܸߣ

ே

  ୀଵ

 ܴܩ߶ ܸ 

 ߣ

ே

  ୀଵ

 1 

ߣ  א ݆    0 ሾ1, ܰሿ  

(29)

To conclude this section, it is useful to note that, as shown in Liu et al. (2010), after some 
manipulations the dual form of (29) turns into model (30).  

max ߴ ൌ ܧܴܩோாீݑ  ܴܴܩோோீݑ  ܴܩோீݑ ܸ 

subject to 

ܧܴܩோாீݑ  ܴܩோோீݑ ܴ  ܴܩோீݑ ܸ  ݆  1 א ሾ1, ܰሿ 

,ோாீݑ  ,ோோீݑ ோீݑ   0 

(30)

Since the strong duality theorem assures that the optimal value ߶כ coincides with the optimal value 
 is obtained ߴ model (30) shows that, in the proposed approach, the global routing flexibility index ,כߴ
as a weighed sum of the index GRE, GRR and GRV; where the weightings coefficients are the 
optimal values obtained by solving a CCR model. 

8. Efficiency analysis of alternative routes 

In the following part of the paper, a more detailed evaluation of the alternative routing efficiency 
index ARErp is presented. To this aim, some critical aspects that may reduce the actual efficiency of 
alternative routes are analyzed in a more sophisticated way. 
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8.1. The covering degree concept 

ARErp does not take into account some problems that can be better explained through the introduction 
of the covering degree concept. Covering degree relates to the number of machines of the standard 
route that can breakdown, without compromising the possibility to access an alternative one. To get a 
better understanding, consider the situation detailed in Matrix 3. 

  p1 p2 p3 
 m1 1 0 0 0 1 1 
 m2 0 1 1 0 1 1 
M =  m3 0 1 0 1 0 1 
 m4 0 1 0 1 0 0 
 m5 1 0 1 1 0 0 
  r01 r11 r02 r12 r03 r13 

                Matrix 3 An example of Part-Machine Matrix 

In this case three items are processed by five machines and each item has two processing routes. Still, 
in terms of covering degree, r11, r12, r13, behave in a different way. While it is possible to activate the 
alternative route r11 regardless of machines failure along the standard route r01 (i.e. m1 or m5), this is 
not true either for r12 or for r13. Actually, if m5 fails, we cannot use either the standard route or the 
alternative one for p2, but also its alternative one cannot be used. At the opposite extreme, all the 
viable routes of p3 are conditioned to the availability of both m1 and m2. 

It is evident that the concept of covering degree largely influences the possibility of accessing 
alternative routes, so it should be included in the flexibility analysis. This can be done by means of 
the covering efficiency index CErp:  

CE୰୮ ൌ 1 െ
ܤ

ܯ
,   (31)

where M0p is the number of machines used in the standard route and Brp is the number of machines 
used both in the standard r0p and in the alternative route rrp of the p-th part type. 

The need to consider such an index is urged by the better suitability of a relative rather than an 
absolute measure. In fact, covering a route that requires several operating machines is much more 
difficult than covering a route made by a single machine. In the extreme case, if a product requires all 
the machines to be operating, a real alternative route cannot be established and the problem can only 
be solved through the adoption of machines, redundancy. 

CErp can be incorporated in the alternative route efficiency, in the following way: 

ARE୰୮
C ൌ CE୰୮ · ARE୰୮ ൌ ቆ1 െ

ܤ

ܯ
ቇ ·

RC୮

RC୰୮
 (32)

Note how the optimal solution ARE୰୮
C  = 1 is obtained when no machines pertaining to the standard 

route are shared with that of the r-th alternative route (i.e. maximum degree of covering) and the 
processing costs of the two routes are identical. 

Evidently, starting from ARE୰୮
C , all the other flexibility indexes can be adjusted to take into account 

the covering degree concept.  

8.2. Quality of routing 

Product quality is another critical factor to discriminate between alternative routes. In relative terms, 
the quality of an alternative route QRrp can be evaluated as: 
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 QR୰୮ ൌ
ܦ

ܦ
 ,       (33)

where D0p and Drp represent the percentage of defects of the standard and of the alternative route, 
respectively. 

Also QRrp can be easily included as an additional weight in the computation of the routing efficiency 
index:  

ARE୰୮
QC ൌ QR୰୮ · CE୰୮ · ARE୰୮ ൌ

ܦ

ܦ
· ቆ1 െ

ܤ

ܯ
ቇ ·

RC୮

RC୰୮
 (34)

8.3. The implications of layout efficiency on material handling management 

Several techniques for layout optimization rely on a flow matrix ࡲ ൌ ห ݂ห, where fij is the frequency 
of items travelling between the i-th and the j-th machine. Typically, the flow matrix F is based on the 
standard routes and so, if an alternative route is subsequently deployed, the values of F could change 
making the layout less efficient. To deal with this possibility, it is convenient to measure the layout 
efficiency in terms of the efficiency of alternative routes, with respect to the existing layout. In many 
automated manufacturing environment, and especially in the case of FMSs, machines are arranged 
along a straight track with a material handling device moving jobs from one station to another. In this 
condition, one can assume, without loss of generality, that materials flow along the line from left to 
right. If the operations sequence of a job differs from the serial sequence of the machines, the job has 
to travel to the left (i.e. backward) to be processed and this reverse travel is referred to as 
backtracking. As noted by Byrne and Chutima (1997), the performance of the system can be 
exploited if the workloads between machines are balanced and the distances travelled by parts are 
kept to a minimum. Furthermore, Hassan (1994) and Kouvelis et al. (1995) stated that backtracking 
has a greater impact on modern manufacturing systems and so, layout should be studied to minimize 
the total backtracking distance of the material-handling device. An appropriate index to express the 
worsening performances of the material handling device can be obtained by measuring the increment 
of backtracking, as compared to the standard route. In this way the layout efficiency index LErp can 
be computed as: 

LE୰୮ ൌ
ܤ ܶ

ܤ ܶ
, (35)

where BT0p and BTrp represent the backtracking entity of the standard and of the r-th alternative route, 
respectively.  

Again, also LErp can be used as an additional weight in the computation of the routing efficiency 
index: 

ARE୰୮
LQC ൌ LE୰୮ · QR୰୮ · CE୰୮ · ARE୰୮ ൌ

ܤ ܶ

ܤ ܶ
·

ܦ

ܦ
· ቆ1 െ

ܤ

ܯ
ቇ ·

RC୮

RC୰୮
. (36)

 

9. Numerical example 

This section presents a numerical application concerning two alternative productive systems. It is 
assumed that ten machines are used to manufacture three products via the standard routes shown in 
Matrix 4.  
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  A p1 p2 p3 
 m1 0.98 1 0 0 
 m2 0.98 1 1 0 
 m3 0.95 0 1 0 
 m4 0.99 1 0 1 

S = 
m5 0.88 0 0 1 
m6 0.98 1 1 1 

 m7 0.99 1 1 0 
 m8 0.98 1 0 1 
 m9 0.94 0 1 1 
 m10 0.98 0 1 0 

                          Matrix 4 An example of standard route matrix 

The availability of each machine has also been included in the standard route matrix S, as an 
additional column A. To enhance routing flexibility two alternative configurations have been 
deployed by the process planner, as shown in the cost matrixes 5 and 6. 

9.1. Routing Flexibility: a vectorial approach 

To evaluate the goodness of both solutions, starting from the alternative route efficiency, the whole 
set of previously introduced metrics has been evaluated, without considering (for the sake of 
simplicity) either backtracking or the quality of the alternative routes.  

 Configuration #1 
 p1 p2 p3 
 7 7  3     1 
 3 3 2 2 2   3  
  4 4  5  3 3 3 
 4   4  2 2 2 3 

C1 =   2   5 3    
5  5 6  2   2 

 6  3  3  3   
 5 5  5 6 1 2   
  3 1   5  5 5 
  7 4    4 2 2 
 r01 r11 r02 r12 r22 r03 r13 r23 r33 

Matrix 5 Cost matrix relative to the first configuration 

 Configuration #2 
 p1 p2 p3 
 7  7       
 3 4 3 2 4  3  3 
  6  4 5 6 5   
 4 5   6 5  2 2 

C2 =  3 4    5 3  
5 6 5 5  6  2  

 6   3 5 3 4  3 
 5  5     1 2 
  7  1 2 3 2 5  
   7 4   3  6 
 r01 r11 r21 r02 r12 r22 r32 r03 r13 

Matrix 6 Cost matrix relative to the second configuration 

The results, obtained by means of Eq. (6-25) are listed in Table 1 and Table 2, respectively. 
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Table 1 
Routing flexibility metrics 

 Configuration #1 Configuration #2 
r11 r12 r22 r13 r23 r33 r11 r21 r12 r22 r32 r13

ARE୰୮ ൌ
RC୮

RC୰୮
 0.97 0.95 0.905 0.93 0.87 0.81 0.97 0.97 0.86 0.83 0.86 0.81 

CE୰୮ ൌ 1 െ
ܤ

ܯ
 0.50 0.67 0.50 0.60 0.60 0.40 0.50 0.50 0.33 0.33 0.17 0.60 

ARE୰୮
C ൌ CE୰୮ · ARE୰୮ 0.48 0.63 0.45 0.56 0.52 0.325 0.48 0.48 0.29 0.275 0.14 0.49 

SRA୰୮ ൌ ෑ A୫ݔ

ெ

ୀଵ

 0.90 
 

0.83 
 

 
0.79 

 
0.90 0.83 0.79 

SRC୮ ൌ
∑ ݔ

ெ
ୀଵ

ܯ  0.60 
 

0.60 
 

 
0.50 

 
0.60 0.60 0.50 

ߙ ൌ ቆ
1

1 െ SRA୮
ቇ

SRC౦

 4.1 
 

2.92 
 

 
2.16 

 
4.1 2.92 2.16 

JRR୮ ൌ 1 െ ቆ1 െ
෨ܴ

ܴܶ െ 1ቇ
ఈ

 0.42 0.57 0.64 0.69 0.75 0.25 

JRV୮ ൌ ,ࡱۃ  0.12 0.19 0.33 0.31 0.315 0.20 ۄࡾ

 
Table 2  
Aggregate routing flexibility metrics 
 Configuration #1 Configuration #2 

GRE ൌ
∑ JRAE୮


ୀଵ

ܲ  0.498 0.402 

GRR ൌ
∑ JRR୮


ୀଵ

ܲ  0.542 0.563 

GRV ൌ 1 െ
2GCI
ܲ െ 1 0.864 0.67 

GRF ൌ ඥGREଶ  GRRଶ  GRVଶ 1.135 0.963 

߰ ൌ ݏܿ ቆ
,ഥࡾۃ ۄഥࡾ
 ഥ|ቇ 0.968 0.98ࡾ||ഥࡾ|

ߴ ൌ
ܨܴܩ
√3

· ߰ 0.634 0.545 
 

Although both solutions have an equal number of alternative routes, the first one is significantly 
better than the second one because ߴଵ ≈ 0.634 and ߴଶ ≈ 0.545. The superiority of the first solution is 
evident also from the three dimensional representation of the routing flexibility vectors ࡾഥ, ,ഥࡾ  ഥࡾ
shown in Fig. 3. 

 

Fig. 3. Visual assessment of routing flexibility 
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Differences are mainly due to a reduction in the global routing efficiency (GRE1 = 0.498, GRE2 = 
0.4) and to an uneven distribution of the alternative routes (GRV1 = 0.86, GRV2 = 0.67). The reasons 
of these results can be better explained considering that in the second configuration: 

 p2 has three alternative routes, but, due to a poor covering degree (CE32 = 0.17), its routing 
versatility is low (JRV2 = 0.19); 

 there is just an alternative (inefficient) route for p3, and this has a negative impact on its routing 
versatility (JRV3 = 0.12). Specifically the standard route r03 is characterized by the lowest 
availability and by the lowest complexity and so, to assure production continuity, more than a 
single alternative route should be deployed. 

Consequently, although the alternative solutions are comparable in terms of the number of alternative 
routes (i.e. GRR dimension), the first one is preferable, for it gets a significant advantage considering 
how evenly efficient routes are distributed among the manufactured items (i.e. GRE and GRV 
dimensions). 

This example clearly underlines the fact that the number of available routes is not sufficient to 
discriminate between alternative solutions and it must be integrated with additional performance 
factors. It also underlines the utility to keep on separated levels the threefold information concerning 
the number, the efficiency and the distribution of alternative routes. As a matter of fact, what 
discriminates between the flexibility of two or more alternative systems is the degree of balance 
among the underlying contributions GRE, GRR and GRV. 

9.2. Routing Flexibility: a DEA based approach 

A similar result can be obtained using the output oriented CCR model (29) proposed in section 7. In 
this case, since there are two DMUs, using data of Table 2, the single constant input CCR model (29) 
assumes the following primal forms, where P1 and P2 refer to configuration #1 and #2, respectively. 

.0,   ,1
864.0670.00.864
542.0563.00.542
498.0402.00.498
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 max)P(
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≥+
≥+
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φλλ
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Solving models 1P  and 2P  with the dedicated linear programming solver Lindo 6.1 (2002) yields 
߶ଵ ൌ ߶ଶ ൌ 1. Therefore, both DMUs appear as efficient, and the DEA model is not capable to 
discriminate between them. As one usually does in this case, to augment the discrimination power, 
the cross efficiency method can be used (Cooper et al., 2004). Briefly, this analysis is based on the 
definition of a cross efficiency matrix ࡺࡱൈࡺ ൌ ห  ห that is a square matrix (with as many rows andߴ
columns as there are units being compared), whose generic element ߴ represents the efficiency of 
the j-th DMU evaluated through the optimal weights structure for the k-th one. If DMUj is efficient 
(i.e. ߴ = 1), but it exhibits a behavior specialized along a given dimension with respect to the other 
units, ߴ will be less than 1 for some value of k. Therefore, an interesting discriminating index ߴሚ can 
be obtained taking the average of the values in the k-th row: 

ሚߴ ൌ
1
ܰ  ߴ

ே

ୀଵ

 (37)

To compute this value, it is convenient to solve the dual problem (30), because this model makes 
explicit use of the coefficients uk used to weight the performance indicators of each DMU. 



F. Zammori et al. / International Journal of Industrial Engineering Computations 2 (2011) 
 

611
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Solving these models yields ߴଵଶ ≈ 1 and ߴଶଵ≈ 0.78. Therefore ߴሚଵ ≈ (1+1)/2 = 1 and ߴሚଶ ≈ (1 + 0.78)/2 
= 0.89 and configuration #1 results as the best option. A synthesis of all the results obtained with the 
DEA based approach is given in Table 3. 

Table 3  
Results of the output oriented DEA model 
 Configuration #1 Configuration #2 

 1 1 כ߶
 ଵ 1 0ߣ
 ଶ 0 1ߣ
 1 1 כߴ

 ோா 0 0ீݑ
 ோோ 0 1.573ீݑ
 ோ 1.16 0.17ீݑ
  1 0.775ߴ

 ሚ 1 0.887ߴ
 

Note that the values obtained with the vectorial and the DEA approaches are similar. Indeed, although 
their solutions differ (i.e. ߴሚଵ ≈ 1 and ߴଵ ≈ 0.64), this difference is due to the fact that ߴሚଵ expresses the 
flexibility of the first configuration in relative terms with the second one, whereas ߴଵ expresses the 
flexibility of the first configuration with respect to the ideal one. As a matter of fact, computing the 
percentage difference between ߴሚଵ and ߴሚଶ and between ߴଵ and ߴଶ one obtains a value of 14% and of 
12%, respectively, which are sufficiently aligned values. 

10. Validation through simulation analysis 

To validate the proposed approach, the operating performance of both configuration #1 and #2 has 
been assessed via simulation, modelling the two manufacturing systems by means of the dedicated 
software Simul8 Professional (2006). Making reference to the definition given by Browne et al. 
(1984), which correlates routing flexibility with the ability to react to manufacturing problems and to 
assure production continuity, the systems have been compared in terms of their average throughput 
(i.e. the higher the throughput the more the system is considered to be flexible).  

10.1. Simulation models 

For the sake of simplicity we considered the same costs (per unit of time) on each machine, that is ܿ̃ 
= ܿ̃ = 1 with m = 1,..,10. In this way the processing time matrix T coincides with the cost matrix C 
and data of Matrix 4 can be directly taken as the average processing time of each machine. 
Furthermore, processing times are assumed to be normally distributed, with a standard deviation 
equal to 0.25 of the mean. In a similar way, machines availability (see the first column of Matrix 4) is 
reproduced using exponential and Erlang distributions to model the time between failures and the 
repair time, respectively. An example of the modelled systems is given in Fig. 4, which is relative to 
configuration #1 (a similar model is used for Configuration #2). Note that, to improve the readability 
of Fig. 4, the main route r01 of product p1 has been highlighted with respect to the other routes 
deployed in the system. 
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Fig. 4. Simulation model 

Most of the elements of Fig. 4 are self explaining, but some ones (i.e. the dummy machines) deserve 
some further explanations. In particular, to facilitate the attainment of a steady state, and to limit the 
variability of the throughput, a CONWIP system has been adopted (Hoop & Spearman, 2000). 
CONWIP stands for constant work-in-process and designates a strategy that uses cards (or other 
visual control methods) to limit the work in process (WIP) that can accumulate in a manufacturing 
system. Each job is associated with a card for the whole duration of its manufacturing cycle. As soon 
as the job is processed by the last machine, its cards are released and can be associated with a new 
job. Since no job is allowed in the system without a card, the overall amount of WIP equals the 
number of available cards (Braglia et al., 2010). In the simulation model, this strategy is reproduced 
by means of four dummy (i.e. zero processing time) machines. Specifically the End machine releases 
CONWIP cards as soon as a product ends its manufacturing cycle, while machines P1, P2 and P3 
check the availability of CONWIP cards before pushing a new job into the system. These dummy 
machines perform an additional task, since they are used to specify the route (i.e. principal or 
alternative) assigned to each job. To make this choice, three operating rules have been conceived and 
implemented. Specifically, after a preliminary check, that identifies the machines (if any) stopped due 
to failures, jobs are assigned to the remaining available routes based on the following operating rules: 

• rule #1: assign the job to the route with the minimum WIP level; 
• rule #2: assign the job to the route with the minimum cumulated processing time; 
• rule #3: assign the job to the route whose bottleneck is characterized by the lower saturation. 

 

10.2. Simulation results 

Three systems were compared via simulation, namely base case (i.e. the rigid system with standard 
routes only), configuration #1 and configuration #2. Operating performance of each one was assessed 
in five different settings: (i-iii) a single product is manufactured, (iv) all products are manufactured 
and a homogeneous product mix (i.e. 1:1:1) must be respected, (v) all products are manufactured and 
any mix can be used, provided that each product accounts, at least, for the 15% of the overall 
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production. In each instance, the WIP (i.e. the number of CONWIP cards for each products) that 
maximises the throughput was determined using the optimization tool (OptQuest) embedded in the 
simulation environment. Finally, to compare the results, the following scheme was used: 

• Output parameter: Daily Throughput [jobs/day]; 
• Total Simulation time: 48000 [min], that is 100 working days; 
• Warm Up period:7200 [min], that is 15 working days; 
• Routing Selection: use of rule #3, since a preliminary test demonstrated the superiority of this 

rule over the other ones;  
• Execution scheme: use 30 simulation runs for each analyzed configuration;  
• Result analysis: evaluation of the confidence interval for the average Daily Throughput (DT) at a 

95% confidence level. 
Note that, due to the use of the CONWIP strategy, a warm up period of fifteen working days was 
considered sufficient (to reach the steady state), as visually demonstrated by Fig. 5, which shows the 
evolution of the average DT during a simulation run. 

 

Fig. 5. Evolution of the Daily Throughput during a simulation run 

The obtained results, listed in Table 4, demonstrate that, as one could have reasonably guessed, both 
systems are definitely more flexible that the basic (rigid) configuration. From the data of Table 4 one 
can also note that Configuration #1 is the best alternative with respect to products p2 and p3, but not 
with respect to p3. Therefore neither solution dominates the other one; this is the reason why, under 
the constraint of a homogeneous product mix, both configurations perform in a similar way (i.e. there 
is no statistical evidence that one system is better than the other one).  

Table 4  
Result of the simulation model 

 

Base Case Configuration #1 Configuration #2 

WIP 
DT [jobs/day] 

WIP 
DT [jobs/day] 

WIP 
DT [jobs/day] 

Low  
95% Avg. High 

95% 
Low  
95% Avg. High 

95% 
Low  
95% Avg. High 

95% 
Single product p1 12 66.8 68.2 69.5 12 67.5 68.7 69.9 12 85.8 88.2 90.6 
Single product p2 12 91.4 93.4 95.4 18 133 135.1 137.2 12 100 102.6 105.2 
Single product p3 6 88.5 90.4 92.3 20 175.6 181.5 187.3 18 165.2 168.4 171.6 
All products mix (1:1:1) 47 116 118 120 61 179.8 184.8 189.8 61 182.4 186.1 189.8 
All products Max DT 80 138.4 142 145.6 74 209.2 217.2 225.2 80 195.5 200.4 205.3 
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However, following an approach similar to the DEA one, if we relax the constraints on the 
homogeneous product mix, and let each system adopt the product mix that maximises its global 
performance, we reach a clearer situation. Indeed, in this unconstrained setting, Configuration #1 and 
#2, obtain an average DT of 217±8 and 200±5 [jobs/day], respectively, with a percentage difference 
of 8.5%. Furthermore, since the DT confidence intervals do not intersect, the superiority of 
Configuration #1 over Configuration #2 is statistically significant. These results evidently agree with 
the conclusions obtained in the previous sections of the paper and empirically confirmation of the 
validity of both approaches presented in the paper.  

11. Conclusions and remarks 

In this paper, a theoretical framework and a set of indexes to evaluate several aspects of routing 
flexibility have been illustrated. The proposed indexes are intended to measure routing flexibility, by 
taking into account the number of viable routes and other issues that may compromise the efficiency 
of the system under analysis. A major peculiarity of the proposed measurement method consists in its 
flexibility, since a variety of aspects, which could potentially affect the overall effectiveness of 
alternative routes, are taken into consideration. This allows one to freely decide the extent and the 
level of details of the indexes included in the flexibility analysis.  

Finally, to help practitioners in the planning of the right corrective actions, a graphical and a DEA 
based approach have also been presented and explained through a meaningful numerical example 
supported by a simulation analysis.  
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