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ABSTRACT

Capacitated Vehicle Routing Problem (CVRP) is considered as one of the most famous specialized forms of VRP that has attracted considerable attention from researchers. This problem belongs to complex combinatorial optimization problems included in the NP-Hard Problem category, which is a problem that needs difficult computation. This paper presents an improvement of Ant Colony System (ACS) to solve this problem. In this study, the problem deals with a few vehicles which are used for transporting products to specific places. Each vehicle starts from a main location at different times every day. The capacitated vehicle routing problem (CVRP) is defined to serve a group of delivery customers with known demands. The proposed study seeks to find the best solution of CVRP by using improvement ACS with the accompanying targets: (1) To decrease the distance as long distances negatively affect the course of the process since it consumes a great time to visit all customers. (2) To implement the improvement of ACS algorithm on new data from the database of CVRP. Through the implementation of the proposed algorithm better results were obtained from the results of other methods and the results were compared.

1. Introduction

In recent years, logistic distribution has become the main activity in logistic management. Capacitated vehicle routing problem (CVRP) is an appropriate model for logistic distribution (Puerta et al., 2015). The CVRP fills an important role in decreasing the costs of transportation in logistic distribution and it is considered as one of the most important combinatorial optimization problems. In this problem, a group of customers with various demands are located in a graph. The vehicle that delivers service to the customers is programmed to get one or more objectives when its route satisfies the needs of customers along the routes (Prins, 2004; Puerta et al., 2015; Uher et al., 2016). The classical CVRP includes determining minimum-cost paths for a set of homogeneous vehicles located in a depot to deliver services to customers that are geographically scattered. These services may be delivery goods, pick-up and delivery of students, or gather the packets to deliver incoming emails, etc. (Hosseinabadi et al., 2017; Balas, 2017).
The CVRP, which is an extension of the Traveling Salesman Problem (TSP), has many applications in real-world high transportation cost in commerce such as transferring waste materials, collection and delivery of goods, school bus routing, street cleaning, etc. The CVRP has taken much attention because of its importance and complexity and the multitude of applications of a daily nature. Theoretically, the CVRP of NP-hard is an extension of previous studies, a major area of research in optimization research, and practically, most of the theoretical results consequent from the study of capacitated vehicle routing problem of a daily nature, which uses optimal solution methods, have been used in different fields such as industry, logistic services, and play an important role in strategic decision-making (Janjarassuk & Masuchun, 2016; de Araujo Lima et al., 2018).

The CVRP plays an important role because the optimal solution to this problem might be critical in many real applications in the areas of transportation and distribution, and it has been largely studied because of the interest in its applications in logistics and supply-chain management of several companies that are involved with the transportation of goods or people. This problem is regularly faced by the distribution systems of these corporations and its solution quality may have direct implications on the logistic performance (Stodola et al., 2014; Kuo & Zulvia, 2017). Since the CVRP belongs to the NP-hard problems and due to its complexity no efficient exact algorithms exist for solving large-size instances with reasonable computational time. So, Most of the research efforts aimed at solving the CVRP have focused on many of heuristic and meta-heuristic algorithms are developed to get approximate solution of the CVRP, such as ant colony optimization (ACO) algorithm, simulated annealing (SA) algorithm, genetic algorithm (GA) and tabu search (TS) (Sun, 2017; Kheirkhahzadeh et al., 2009; Janjarassuk & Masuchun, 2016; Kuo & Zulvia, 2017; Bolužić, 2012).

The contribution of this paper is to suggested new improvements in the ACS algorithm by the ideas which were not suggested in the past in the literature review. This improvement seeks to achieve the objectives: To reduction the distance as long distances negatively affect the course of the process since it consumes a great time to visit all customers and (2) To carry out the improvement of the ACS algorithm on new data from the database of CVRP. The rest of this paper as follows: Section 2 presents a Mathematical model of Capacitated Vehicle Routing Problem (CVRP), while section 3 is associated with a Literature review, Methods have been introduced in section 4, section 5 includes the Computational Results, finally, the conclusion has been discussed in section 6.

2. Mathematical model of Capacitated Vehicle Routing Problem (CVRP)

CVRP is a well-known combination problem which falls into the category of NP-Hard problems (Yu et al., 2009), and it refers to a whole class of problems related to a set of routes for a fleet of vehicles where one or several depots must be determined for a number of geographically dispersed customers, and vehicles have the maximum load capacity. VRP and CVRP utilized similar approaches and the sole distinction is that there is a restriction in CVRP vehicle capability. CVRP is comparable to VRP if the entire customer's request for every route does not surpass the capacity of the vehicles. VRP and CVRP objectives are to reduce total cost of traveling (i.e., a weighted function of the number of vehicles and the travel distance of vehicles) to serve a set of customers with known demands. The route must be designed in such a way that each customer is visited once and by only one vehicle.

- CVRP classic version necessitates all customer demands information to be identified earlier.
- The uniformed vehicle fleet originates from one station only.
- Each order must not be separated or served by more than one vehicle.

CVRP is defined as a problem of finding optimal route that visits a set of customers and satisfying the customer’s demand with subject to several constraints. General components of CVRP are as the following:
A complete graph $G = (V, E)$ such that $n = |V|$ number of nodes, $V = \{0, 1, 2, ..., n\}$ set of nodes and $E = \{(i, j) : i, j \in V ; i \neq j\}$ the edges set that reach among the entire nodes, and $D = (d_{ij})$. The distance matrix between each nodes and the depot and the distance between each two nodes $i$ and $j$ is calculated in the Euclidean space as in the relationship $d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$, note that each edge $(i, j) \in E$ is associated with cost $d_{ij}$, $C = (c_{ij})$ is the cost Matrix and the two matrixes (cost, distances) are related with $E$, and Cost function $C : E \rightarrow Z^+$ and the node 0 represents the main depot, and demand of the main depot is represented by $d_0 = 0$ and the remaining nodes represent the demands of customers and each customer $i$ has a demand of a non-negative weight, and it is represented by demand function $d : V \rightarrow Z^+$ and $m$ denotes the set of the vehicles symmetrical existing in the main depot (Xia, 2009).

We also consider the following conditions (Kuo & Zulvia, 2017; Janjarassuk & Masuchun, 2016):

- Each customer is visited only once by one vehicle.
- The total demand for any road does not exceed the capacity of the vehicle.
- The beginning and end of the tour is at the main depot.

**Fig.1.** Routes routing for CVRP with a single central depot of the vehicle fleet

### 2.1 Assumptions

1. Customer's demand $q_i$ is already known $0 \leq q_i \leq Q$.
2. Vehicle capacity is limited.

### 2.2 Variables and barometers

1. Customers $V$: their number $n$ of representatives by $V = \{v_0, v_1, v_2, ..., v_n\}$
2. $C_{ij}$: the transport cost from node $i$ to node $j$.
3. Length of road $D$: must not exceed a certain limit.
4. $Q$: total capacity of the vehicle.
5. $m$: number of vehicles.
6. $v_0$: the main distribution center is the node from which the tour begins and ends to it.
7. $K$: total number of identical vehicles $K = \{k_1, k_2, \ldots, k_m\}$ based in the main distribution center $v_0$. 
The mathematical model of the vehicle routing problem was first introduced by Dantzig and Ramser (1959) which is as follows:

\[
x_{ij}^k = \begin{cases} 
1 & \text{if vehicle } k \text{ moves from } i \text{ to } j \\
0 & \text{otherwise} 
\end{cases}
\]  

(1)

\[
\min z = \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=1}^{m} c_{ij} x_{ij}^k 
\]

(2)

subject to the following restrictions:

\[
\sum_{i=0}^{n} \sum_{k=1}^{m} x_{ij}^k = 1 \quad \forall \ j \in \{1, \ldots, n\} 
\]

(3)

\[
\sum_{j=0}^{n} \sum_{k=1}^{m} x_{ij}^k = 1 \quad \forall \ i \in \{1, \ldots, n\} 
\]

(4)

\[
\sum_{i=0}^{n} \sum_{k=1}^{m} x_{ip}^k - \sum_{j=0}^{n} x_{pj}^k = 0 \quad \forall \ p \in \{1, \ldots, n\}, k \in \{1, \ldots, K\} 
\]

(5)

\[
\sum_{i=0}^{n} q_j \left( \sum_{i=0}^{n} x_{ij}^k \right) \leq Q \quad \forall \ k \in \{1, \ldots, K\} 
\]

(6)

\[
\sum_{i=0}^{n} \sum_{j=0}^{n} d_{ij} x_{ij}^k \leq L \quad \forall \ k \in \{1, \ldots, K\} 
\]

(7)

\[
\sum_{j=0}^{n} x_{0j}^k \leq 1 \quad \forall \ k \in \{1, \ldots, K\} 
\]

(8)

\[
\sum_{i=0}^{n} x_{ij}^k \leq 1 \quad \forall \ k \in \{1, \ldots, K\} 
\]

(9)

\[
x_{ij}^k \in \{0,1\} \quad \forall \ i, j \in \{1, \ldots, n\}, k \in \{1, \ldots, K\} 
\]

(10)

where:

Eq. (2) represents the target trajectory that reduces the total distance traveled. Constraint (3) and (4) represent the degree of constraints. Constraint (5) expresses continuity to direct the postman to the roads imposed on each postman to visit and leave each node once. Constraint (6) indicates that customers' requests do not exceed the capacity of the postman and constraint (7) on the maximum length of the road. Constraints (8) and (9) guarantee each customer service once and through one postman departing and
returning to the main distribution center. The constraint (10) is a binary constraint so that \( x_{ij} = 1 \) and \( x_{ij} = 0 \) otherwise.

3. Literature Review

The Vehicle Routing Problem (VRP) is a combinatorial optimization problem and it has been the subject of intensive and fast-growing research that has been studied in applied mathematics and computer science for decades due to their economic importance and their theoretical interest due to their economic importance and their theoretical interest. VRP is known to be a computationally difficult problem for which many exact and heuristic algorithms have been proposed but providing fast and reliable solutions is still a challenging task. In the simplest form of the VRP, every capacitated vehicle is responsible for delivering items to multiple customer nodes; the vehicle must return to the depot to pick up additional items when it runs out. The objective is to optimize a set of routes, all beginning and ending at a given node, called the depot, in order to attain the maximum possible reward, which is often the decreasing of the total vehicle distance or reduce the number of vehicles or average service time (Nazari et al., 2018; Vidal et al., 2019; Gayialis et al., 2019; Coelho et al., 2016). The issues were presented in VRP by reviewing the literature and that is not found an optimal solution for it until now, so the problem is considered open research. The vehicle routing problem is increasingly complex due to increased demand, government regulations, traffic congestion, environmental issues and other issues. VRP is one of the most widely studied topics in operations research and is a major transport problem (Koç & Çağrı, 2016) and distance can be considered the most important workload (Nahum, 2019). It is necessary to develop and test appropriate methodologies that assess all aspects relevant to this context to get the minimum distance. As in many real world problems (Alaei & Setak, 2015; Lehuédé et al., 2018), one of the main issues in VRP is the number of vehicles that meet the requirements of all customers and although this problem has been studied for more than five decades, real applications remain a challenge due to the difficulty presented by VRP and its issues, including a reduction in the number of vehicles, which reduces the overall transportation costs of vehicles, derived from total fixed costs and it also reduces Fuel used and reduces damage CO\(_2\) to the environment, thus get efficient delivery and good service for customers (Dechampai et al., 2017; Gayialis, 2018; Syahputra et al., 2019).

Next issue to consider in VRP is to find the tour with minimum travel time to reduce travel costs between geographically dispersed customers as it depends on reducing the possible time intervals between customers to visit them depending on several factors and these factors affect the feasibility of the routing plan. Reducing the time required to cut the distance required for customer service helps reduce costs and fuel consumption (Nalepa & Blocho, 2016; He et al., 2018). One the other hand, fuel consumption is considered of the issues of the vehicle routing problem. VRP is characterized by the coordination of environmental and economic costs by implementing effective ways to meet environmental concerns and reduces energy consumption. Reducing fuel consumption reduces total cost and reduces environmental pollution from emissions of CO\(_2\) (Norouzi et al., 2017; Zhang et al., 2018). Finally, it is considered that CO\(_2\) is one of the issues of VRP where VRP seek to find the shortest tour that passes all the points exactly once, starting and ending at the same point with the consideration of additional targets functions that reduces carbon dioxide CO\(_2\) emissions and contaminants (Hosseini-Nasab & Lotfalian, 2017; Stellingwerf et al., 2018). The methods that have solved VRP are divided into two categories. The first category is called the exact algorithms and the second category is called the approximate algorithms. Exact algorithms as Branch and cut algorithm can solve the cases of small size within a reasonable time, although the ideal solutions to The Vehicle Routing Problem (VRP) that can be obtained by many the exact methods require a large and expensive computing time (Wu et al., 2016; Sun, 2017; Hameed et al., 2020). The inability of exact algorithms to solve many combinatorial optimization problems within a reasonable time has prompted researchers to develop approximate algorithms that attempt to overcome the difficulty of NP-hard problems (Golden et al., 2008; Sun, 2017). On other hand, the approximate algorithms have been divided into two category heuristic and meta-heuristic algorithms. The heuristic algorithms produce optimal approximation solutions that are good, practical and often fast at a reasonable
time for large-scale cases. Thus, the use of these algorithms provides good solutions in a reasonable period of time but it is not effective in escaping from falling into the local optimization (Wang, 2016; Bouyahyioyu & Bellabdaoui, 2017). In recent decades, most research in recent decades has focused on the design of meta-heuristics algorithms that was more effective than classical extension algorithms and provides high-quality solutions to a variety of complex problems of a daily nature restricted for many years and it is effective in escaping from falling into the local optimization (Janjarassuk & Masuchun, 2016, Kuo & Zulvia, 2017; Lu et al., 2017). Through the effort to analyze the study of literature review and to find a method to solve the problem, we found the category of swarm intelligence is the most appropriate which through it we can find the best solutions to the problem, especially when using ACO because it has advantages that correspond to the nature of the problem. The ACO is a swarm intelligence technique and a metaheuristic which is inspired by the behavior of real ants in their search for food. A colony is a population of simple, independent, and asynchronous agents that cooperate to find a good solution to the problem at hand. The ants in ACO are stochastic solution construction procedures that probabilistically and iteratively build complete solutions from smaller components. It is this cooperation on a colony level that gives the members of the ACO algorithm family their distinctive aver. The following is explanation what the different components do:

**Initialize:** The parameters are set, and the pheromone variables are initialized to the value.

**Construct Ant Solutions:** A set of m ants constructs solutions. Each ant starts with an empty solution and extends it one component at a time.

**Apply Local Search:** Once complete candidate solutions have been obtained, they may be further improved by applying a local search algorithm on them.

**Update Pheromones:** The purpose of pheromone update is to make solution components of good solutions more desirable for the ants operating in subsequent iterations. The update is implemented using pheromone deposit and pheromone evaporation. The ACO has many types such as Ant System (AS) (Dorigo et al., 1991; Yu et al., 2009; Dorigo et al., 2006; Huo et al., 2014; Mazzeo & Loiseau, 2004), Elitist Ant System (EAS) (Dorigo et al., 1997; Matos, 2004; Xia, 2009; Venkata Narasimha et al., 2013), Rank-Based Ant System (AS_{rank}) (Bullnheimer et al., 1999; Kheirkhahzadeh et al., 2009; Tan et al., 2012; Gupta & Saini, 2018), MAX-MIN Ant System (MMAS) (Stützle & Hoos, 2000; Sankar & Krishnamoorthy, 2010; Tang et al., 2014; Song et al., 2018). Ant Colony System (ACS) as the most interesting contribution of ACS is the introduction of a local pheromone update in addition to the pheromone update performed at the end of the construction process (called offline pheromone update), (Bell & McMullen 2004; Zhang et al., 2019). The local pheromone update is performed by all the ants after each construction step. Each ant applies it only to the last edge traversed.

**Table 1**

<table>
<thead>
<tr>
<th>Type of algorithm</th>
<th>Construction of Tour</th>
<th>Evaporation of the Pheromone</th>
<th>Update of the pheromone</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS</td>
<td>Probability Equation is random</td>
<td>All edges are reduced with a constant parameter $\rho$</td>
<td>Deposit of the pheromone on each edge visited by each ant</td>
</tr>
<tr>
<td>EAS</td>
<td>Probability Equation is random</td>
<td>All edges are reduced with a constant parameter $\rho$</td>
<td>Pheromone is deposited with the best tour so far</td>
</tr>
<tr>
<td>AS_{rank}</td>
<td>Probability Equation is random</td>
<td>All edges are reduced with a constant parameter $\rho$</td>
<td>The ants are arranged according to the length of the tour, and the pheromone is deposited according to the rank of each ant</td>
</tr>
<tr>
<td>ASMM</td>
<td>Probability Equation is random</td>
<td>All edges are reduced with a constant parameter $\rho$</td>
<td>It is through the best iteration of an ant or the best ant so far within the domain $[\tau_{\min}, \tau_{\max}]$</td>
</tr>
<tr>
<td>ACS</td>
<td>Probability Equation is semi-random</td>
<td>It is reduced the edges that belong to the best tour so far.</td>
<td>Pheromone is deposited on the edges of the best tour so far</td>
</tr>
</tbody>
</table>
Based on the comprehensive survey of the previous studies ACS has been selected for the proposed study of this paper which is one of the types ACO family to solve CVRP because of its advantages and good characteristics. This method was applied in to the problem of symmetric and asymmetric traveling salesman problem (Dorigo & Gambardella, 1997), and the results show that this method is among the best metrics, especially when combined with specialized local search procedures (Donati et al., 2008). The experiments which have been performed on a series of standard problems showed the excellent performance of ACS when compared it to other optimization methods to solve difficult optimization problems (Tan et al., 2006; Lu et al., 2017). The ACS colony system is characterized from the rest of types of the ACO by its ability to move the solutions from the local optimum to the global optimum in a better way. ACS is distinguished from the other types in three aspects (Donati et al., 2008; Necula & Raschip, 2017):

1. Enhance the exploration about good solutions (local pheromone updating) by reducing the amount of pheromone at the edges visited by ants, in order to prevent early stagnation for search,

2. Focuses on the good solutions that have been found, with the global pheromone updating only on the edges belonging to the best existing solutions so far and not on all edges for not wasting time,

3. A modified transitional rule is applied to a new state based on edge selection with a quasi-random proportional rule, which tends to reduce randomness, where focuses more on exploitation.

On the other hand, the updating of pheromone is a very important component of ACS and allows for the improvement of future solutions in the next iteration. The goal is to exchange information of colonies by updating pheromone. It mimics the real evaporation of pheromone for this reason, it is necessary to update this information locally for each ant and globally to change the entire quantity (very important for pheromone) where the exploitation of the search experience accumulated in ants is strongly in ACS more than the rest of types due to local update (Bouyahyiouy & Bellabdaoui, 2017). The main objective of local updating is the diversification search and exploration new ways while the main objective of global updating is to intensification and exploitation the best solutions. The ACS are considered the best type from other types of ACO because it benefit from the experience accumulated from the movement of any ant in the system unlike the rest who take experience after all the ants finish their tours and in this way wasting of time and not benefit from the experience of movement of any ant and because of the cooperation between the ants (through local updating) we reach the fastest solution where the reduction of pheromone helps to explore promising areas and helps prevent ants to go on one road so as not to bedevil the work of the transition equation.

In conclusion, the ACS differ from the rest as it is the only one that updates the local pheromone for all ants but updates the global pheromone only for the best ant, while the rest update the global pheromone only and for all ants and this threatens to fall in the local optimum in addition that it depends on the random transition rule on the exploitation and exploration while the semi-random transition rule in the rest depends on the mechanism of exploration only.

4. Method

In this study the proposed method to improve the algorithm ACS to enhancement the solutions of CVRP is presented. The steps of the proposed algorithm are presented as follows:

Step I: Initialization

In the beginning, we will initialize the pheromone primary matrix, the vision matrix, the distance matrix, the number of ants used and the parameters setting \((\tau, \alpha, \beta, \rho, Q \geq 0)\), \((\tau_{ij}, \eta_{ij}, \alpha, \beta \geq 0)\). The total quantity of goods that a vehicle carries should be less than its capacity \(Q\). The primary level of pheromone for each rib \((i, j)\) is based on the relationship: \(\tau_0 = \frac{1}{n!m_0}\) And \(\tau_0 > 0\) is a parameter of the initial value of
the effects of the pheromone, \( n \) the number of nodes, and \( l_{\text{NN}} \) is the cost produced by the nearest neighbor algorithm (NN).

**Step II: Solution construction**

The transitional rule is considered important in the structure of the algorithm to improve solutions based on this equation which is moving the ant from one node to another node so it must be used appropriately for better transition and that avoids the wrong move to the inappropriate node as this leads to the loss of time and increase the cost. In this study, the transition rule is used in two methods. The first method is to move from one node to another to build solutions, while the second method relies on moving from one node to a sub-path to build solutions. The purpose of choosing a sub-path instead of a node for the next transition speeds up finding the best solution sometimes the transition from one node to another node leads to an increase from the best solutions if the next node is not suitable, so the experience of the sub-path was used to improve the work of the algorithm in the speed of reaching to the best solutions, for this, the best sub-paths are saved after the end of each iteration in a table where these sub-paths are used instead of relying on nodes (traditional method). For this, the best sub-paths are saved after the end of each iteration in a table where these sub-paths are used instead of relying on nodes (the traditional method), and these paths start from a specific node and end with a specific node where are calculated the total distance, as well as the calculation of the pheromone and its savings for each sub-path of these paths and that in order to apply the transitional equation on them after being considered as one edge. Improvement of the transition rule that favors either depending on the transition node or the transition depending on sub-paths is given as the following:

\[
s = \begin{cases} 
    s_C(j) & \text{if } h > a \\
    s_P(j) & \text{if } h < a 
\end{cases}
\]  

where \( h \) coefficient to utilize the experience of sub-paths and \( 0 < \alpha < 1 \) is randomly chosen value. In the classic transitional rule, a tour is built node by node: every ant iteratively adds new nodes until all nodes have been visited, when ant \( k \) is located in node \( i \), it takes the next node \( j \) in the set of feasible nodes \( U \) (i.e., the set of the nodes that still have to be visited) depending on the following transitional rule:

\[
S_C(j) = \begin{cases} 
    \arg \max_{j \in U} \left[ \tau_{ij}^{\alpha} \eta_{ij}^{\beta} \xi_{ij}^{\gamma} \right] & \text{if } q \leq q_0 \\
    J & \text{otherwise}
\end{cases}
\]  

where \((i, l)\) is an edge and \( l \) is a city not yet visited by the ant \( k \). If \( q \leq q_0 \), exploitation is chosen while if \( q \geq q_0 \), exploration is chosen and \( J \) is the random variable is specified according to the probability transition rule \( p^k_{ij} \) (Dorigo & Gambardella, 1997) which is applied as following:

\[
J : p^k_{ij} = \begin{cases} 
    \frac{\tau_{ij}^{\alpha} \eta_{ij}^{\beta} \xi_{ij}^{\gamma}}{\sum_{l \in U} \tau_{il}^{\alpha} \eta_{il}^{\beta} \xi_{il}^{\gamma}} & \text{if } j \in U \\
    0 & \text{otherwise}
\end{cases}
\]  

where \( \xi_{ij} \) is the savings algorithm and \( \alpha, \beta, \gamma \) are control parameters. The transition rule that depends on sub-paths is given as the following:

\[
s_P(r) = \begin{cases} 
    \arg \max_{l \in W} \left[ \tau_{il}^{\alpha} \eta_{il}^{\beta} \xi_{il}^{\gamma} \right] & \text{if } q \leq q_0 \\
    J_r & \text{otherwise}
\end{cases}
\]
\[ J_r: p_{ir}^k = \begin{cases} \frac{[\tau_{ir}]^{\alpha} [\eta_{ir}]^{\beta} [\xi_{ir}]^{\gamma}}{\sum_{j \in W} [\tau_{ij}]^{\alpha} [\eta_{ij}]^{\beta} [\xi_{ij}]^{\gamma}} & \text{if } r \in W \\ 0 & \text{otherwise} \end{cases} \]  

(15)

\( W \) is a set of nodes that are the ends of all possible sub-paths that start with \( i \) where these sub-paths contain other nodes between the beginning node and the end node and is not repeated in the ribs where the only common feature between these sub-paths that they start from the same node but different in the rest of the nodes also it ends with a different node from path to other.

\[(i, r) = \{\eta_1, \eta_2, \ldots, \eta_{n-1}, \eta_r\},\]

where \((i, r)\) is the sub-path that contains the edges \( \eta_1, \eta_2, \ldots, \eta_{n-1}, \eta_r \), for example \( \eta_r \) is the edge that connects the node \( i \) with the node \( r \).

\[ \tau_{ir} = \tau_{i1} + \tau_{i2} + \ldots + \tau_{ir} + \tau_{r1}, \]

\[ \eta_{ir} = \eta_{i1} + \eta_{i2} + \ldots + \eta_{ir} + \eta_{r1}, \]

where \( \eta_{i1} \) is a variable which denotes the value chosen proportionally in inverse to the distance between nodes \( i, r \), and the nodes \( r_1, r_2, \ldots, r_{n-1}, r_n \) are nodes located in the sub-path between nodes \( i \) and \( r \) and each sub-path contains \( n+2 \) of nodes. It is illustrated one case as an example in the table below:

**Table 2**

Example show the sub-paths of CMT1 instance

<table>
<thead>
<tr>
<th>Sub-path length</th>
<th>Node-1</th>
<th>Node-2</th>
<th>Node-3</th>
<th>Node-4</th>
<th>Node-5</th>
<th>Node-6</th>
<th>Node-7</th>
<th>Demand</th>
<th>Cost</th>
<th>Pheromone</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17.205</td>
<td>0.0014975</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>7.6158</td>
<td>0.0019467</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td>7.6158</td>
<td>0.0014975</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>48</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>7.8102</td>
<td>0.0019966</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12.715</td>
<td>0.0039933</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>48</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54</td>
<td>13.81</td>
<td>0.0034077</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>19.926</td>
<td>0.0059899</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>38</td>
<td>26.09</td>
<td>0.0079865</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>43</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>34</td>
<td>37.538</td>
<td>0.0067592</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>38</td>
<td>26.09</td>
<td>0.0079865</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>43</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>34</td>
<td>37.538</td>
<td>0.0067592</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>42</td>
<td>41</td>
<td>14</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>59.67</td>
<td>0.0066481</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>48</td>
<td>1</td>
<td>17</td>
<td>51</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>44.924</td>
<td>0.0074873</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>45</td>
<td>41</td>
<td>0</td>
<td>45</td>
<td>52.579</td>
<td>0.008682</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>45</td>
<td>43</td>
<td>0</td>
<td>51</td>
<td>36.304</td>
<td>0.0099831</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>43</td>
<td>20</td>
<td>42</td>
<td>0</td>
<td>61</td>
<td>42.538</td>
<td>0.0082566</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>42</td>
<td>41</td>
<td>14</td>
<td>26</td>
<td>15</td>
<td>0</td>
<td>106</td>
<td>66.073</td>
<td>0.0082483</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>42</td>
<td>41</td>
<td>14</td>
<td>26</td>
<td>15</td>
<td>10</td>
<td>61</td>
<td>50.581</td>
<td>0.0094843</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>46</td>
<td>34</td>
<td>11</td>
<td>60</td>
<td>45.717</td>
<td>0.0109</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>18</td>
<td>38</td>
<td>16</td>
<td>43</td>
<td>20</td>
<td>14</td>
<td>82</td>
<td>62.625</td>
<td>0.017042</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>42</td>
<td>41</td>
<td>14</td>
<td>26</td>
<td>15</td>
<td>1</td>
<td>106</td>
<td>84.184</td>
<td>0.0097458</td>
</tr>
</tbody>
</table>

In the ACS the effect of the pheromone is associated with the rib that links the last customer where the ribs used earlier are favored by the other ants, this is due to the increase in the amount of pheromone and sometimes called the attraction of the pheromone which is inversely proportional to the length of the rib that connects two nodes, and some parameters are also used in the probabilistic base to determine the relative importance of the effect of the pheromone and the heuristic information, during the construction of the solution, each ant updates the effect of the pheromone on the ribs visited in a process known as the local pheromone update.

**Local pheromone update**

The local update is based on the improved ant colony system algorithm (and the local pheromone update is based on limits on its concentration which helps to explore the unused roads to produce different solutions and also helps to avoid falling in a local optimal, which is the main goal of performance the local pheromone update and makes the road less desirable for the next ants) given by the following relationship:
\[ \tau_{ij}(t + 1) = (1 - \rho) \cdot \tau_{ij}(t) + \rho \tau_0, \]  

where \( 0 \leq \rho \leq 1 \) is a user-defined parameter called evaporation coefficient, and \( \tau_0 = (n \times L_{NN})^{-1} \) is the initial pheromone level of edges, \( n \) is the number of nodes and \( L_{nn} \) is the tour length produced by the Nearest Neighbor algorithm (NN).

**Step III: Local Search**

In the ant colony system algorithm ACS, after all the ants have built their solutions, these solutions are improved by applying a local search where local search helps to improve the quality of the solution of each ant. The main idea is that the best solution may have a greater chance of finding the best local improved solution by applying the local search; on the other hand, the local search algorithm is used to change the nodes and improve the road of each vehicle. This phase seeks through the application of local research to improve the best solutions and thus improve the best sub-paths, which benefit from their experience in the subsequent iteration, and by this, it obtains the maximum from improvement to these sub-paths to use their expertise in the global update.

**Step V: Global Pheromone Update**

It is executed at the end of each iteration where the values of the pheromone are updated that depend on the quality of the solutions that have been created or found in the current iteration, and this is usually accomplished by reducing the values of pheromone for all solutions in a process called evaporation and increase the values of pheromone for good solutions. In our IACS, the best elitist ants of the iteration, are allowed to lay pheromone on the ribs they traversed. The global updating rule is described as follow:

\[ \tau_{ij}(t + 1) = \rho \tau_{ij}(t) + \Delta \tau_{ij} + \Delta \tau_{ij}^* \]  

where:

\[ \Delta \tau_\sigma = \sum \Delta \tau_\sigma^* \]  

and

\[ \Delta \tau_\sigma^* = \begin{cases} (\sigma - \mu) \frac{Q}{L_{\mu}} & \text{if the } \mu-th \text{ best ant travels on edge } (i, j) \\ 0 & \text{otherwise} \end{cases} \]  

\[ \Delta \tau_{ij}^* = \begin{cases} \sigma \frac{Q}{L} & \text{if edge } (i, j) \text{ is part of the best solution found} \\ 0 & \text{otherwise} \end{cases} \]  

where \( \mu \) is the ranking index, \( \Delta \tau_{ij}^\mu \) denotes the increase of trail level on edge \((i, j)\) caused by the \( \mu-th \) best ant, \( L_\mu \) is the tour length of the \( \mu-th \) best ant, \( \Delta \tau_{ij}^* \) denotes the increase of trail level on edge \((i, j)\) caused by the elitist ants, \( \sigma \) is the number of elitist ants, \( L^* \) represents the tour length of best solution found, \( t \) denotes the iteration counter and \( \rho \in (0, 1] \) is the parameter to regulate the reduction of \( \tau_{ij} \). Global update aims to accumulate the experience of the previous iteration and that is through the update of the pheromone of the best solution by a different coefficient from the coefficient, which is used for distinctive solutions that are less efficient but solutions elitist. In the proposed algorithm, the experience of distinct sub-paths from the previous iteration was retained for later use to build solutions based on this experience of paths for better results in less time.

**5. Computational Results**

This section is presented in two-phases; the first phase presents the parameters setting used for the proposal algorithm. The second phase involves implementing the proposed algorithm on the instances of CVRP dataset and discussing the results. MATLAB was employed on a PC with Intel (R) Core (TM) i7-3770 CPU @ 1.8 GHz. Also, the PC which was used operates under MS Windows 10 and has 4GB RAM.
5.1 Parameters Setting

The setting of parameters is very important for algorithms since they are effective factors in obtaining or improving results. Table 3 shows the parameters used in the proposed algorithm.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>2</td>
<td>( \sigma )</td>
<td>6</td>
</tr>
<tr>
<td>( q_0 )</td>
<td>0.9</td>
<td>Number of iterations N</td>
<td>1000</td>
</tr>
<tr>
<td>( a )</td>
<td>2</td>
<td>Number of vehicle m</td>
<td>According to the benchmark results table</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.098</td>
<td>artificial ants ( n=m )</td>
<td>According to the benchmark results table</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Results and Discussion

There are many instances of CVRP dataset which have been proposed as a benchmark of CVRP and they are available online under the link [http://vrp.galgos.inf.puc-rio.br/index.php/en/](http://vrp.galgos.inf.puc-rio.br/index.php/en/). In the recent years this data has been updated by new instances of CVRP. On the other hand, few studies in the literature review have addressed these instances through different methods. On the other hand, this section includes the computational results of the efficiency of the proposed algorithm. The suggested algorithm has been run on 10 different instances made up of instances of CVRP that are referred by the studies (Augerat, 1995), Golden et al. (1998), and Uchoa et al. (2014). The accuracy of an algorithm is calculated using a percentage deviation or gap. In this study, the solution quality criterion was used in calculating the accuracy, which is calculated through \( \text{Gap} = \frac{(C_{\text{best}} - C^*)}{C^*} \times 100 \) where \( C_{\text{best}} \) is the best objective value found after 10 runs, while \( C^* \) is the best-known value taken from CVRP instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Best known solution</th>
<th>Type of solution</th>
<th>Best Solution of proposed algorithm</th>
<th>Best Gap%</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-n101-k25</td>
<td>27591</td>
<td>OPT</td>
<td>27591</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n106-k14</td>
<td>26362</td>
<td>OPT</td>
<td>26362</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n110-k13</td>
<td>14971</td>
<td>OPT</td>
<td>14971</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n115-k10</td>
<td>12747</td>
<td>OPT</td>
<td>12747</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n120-k6</td>
<td>13332</td>
<td>OPT</td>
<td>13332</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n125-k30</td>
<td>55539</td>
<td>OPT</td>
<td>55539</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n129-k18</td>
<td>28940</td>
<td>OPT</td>
<td>28940</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n134-k13</td>
<td>10916</td>
<td>OPT</td>
<td>10916</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n139-k10</td>
<td>13590</td>
<td>OPT</td>
<td>13590</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n143-k7</td>
<td>15700</td>
<td>OPT</td>
<td>15700</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n148-k46</td>
<td>43448</td>
<td>OPT</td>
<td>43448</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n153-k22</td>
<td>21220</td>
<td>OPT</td>
<td>21220</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n157-k13</td>
<td>16876</td>
<td>OPT</td>
<td>16876</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n162-k11</td>
<td>14138</td>
<td>OPT</td>
<td>14138</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n167-k10</td>
<td>20557</td>
<td>OPT</td>
<td>20557</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n172-k51</td>
<td>45607</td>
<td>OPT</td>
<td>45607</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n176-k26</td>
<td>47812</td>
<td>OPT</td>
<td>47812</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n181-k23</td>
<td>25569</td>
<td>OPT</td>
<td>25569</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n200-k36</td>
<td>58578</td>
<td>OPT</td>
<td>58578</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n289-k60</td>
<td>95151</td>
<td>OPT</td>
<td>95151</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n359-k29</td>
<td>51505</td>
<td>No</td>
<td>51505</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n627-k43</td>
<td>62210</td>
<td>No</td>
<td>62210</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n701-k44</td>
<td>81934</td>
<td>No</td>
<td>81934</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n783-k48</td>
<td>72445</td>
<td>No</td>
<td>72445</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X-n876-k59</td>
<td>99331</td>
<td>No</td>
<td>99331</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Through the literature review related to the ACO family no study has been discussed on the implementation of the ACS algorithm on a type of CVRP data which has been proposed by (Uchoa et al., 2017) this reason has been motivated by this study to address these data via suggestion of the improvement ACS algorithm. This section includes two scenarios; the first scenario is related to the implementation of the proposed algorithm on 25 instances of CVRP data. While the second scenario involves a comparison between the proposed algorithm and some other algorithms that studied the same instances. From a computational point of view, there are many statistical criteria that have been used in this study such as finding the best solution, finding the best gap, as well as finding the standard deviation, and finally were calculated the time of implementation. On the other hand, the Table 4 reports the results obtained by the carrying out of the proposed algorithm. The implementation was executed on 25 instances based on the parameter from Table 3 and within 10 runs. The results have proved the accuracy of the algorithm to find 25 instances the optimal solution or the best-known solution out of 25 instances of CVRP dataset. The reason for the strength and features of this proposed algorithm due to the dependence on the experience of sub-paths in building solutions as this experience helps to find good solutions in a reasonable time because this idea helps to reduce the distances covered as it does not allow to repeat the sub-paths that were repeated several times in the previous iterations and this excludes the waste of time by taking advantage from the experience of these paths and if the distance of the sub-path increases, that speeds up to find a good solution.

This section presents the second scenario which includes the comparison of the proposed method with different studies (Hosseinabadi et al., 2017). On the other hand, Table 5 presents the results of the comparison where the results show the superiority of the proposed algorithm over all cases for improved SA algorithm, while the results of the comparison with the GELS are shown. The proposed algorithm has improved the resolution of X-n143-k7, X-n289-k60, X-n701-k44 and X-n783-k48, and it has found the best value of the gap for these four cases was 0%, while the results of GELS recorded the best value for the gap as follows: X-n143-k7 is 0.057, X-n289-k60 is 0.091, X-n701-k44 is 0.002 and X-n783-k48 is 0.056.

Fig. 2. Graphical representation of Table 4

Fig. 3. Graphical representation of Table 5
Table 5
Comparison proposed algorithm with other algorithms

<table>
<thead>
<tr>
<th>Instances</th>
<th>Best Known Solution</th>
<th>Type of Solution</th>
<th>Best solutions by GELS</th>
<th>Best solutions improved SA</th>
<th>Best solutions by Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-n101-k25</td>
<td>27591</td>
<td>OPT</td>
<td>27591</td>
<td>-</td>
<td>27591</td>
</tr>
<tr>
<td>X-n106-k14</td>
<td>26362</td>
<td>OPT</td>
<td>26362</td>
<td>-</td>
<td>26362</td>
</tr>
<tr>
<td>X-n110-k13</td>
<td>14971</td>
<td>OPT</td>
<td>14971</td>
<td>-</td>
<td>14971</td>
</tr>
<tr>
<td>X-n115-k10</td>
<td>12747</td>
<td>OPT</td>
<td>12747</td>
<td>-</td>
<td>12747</td>
</tr>
<tr>
<td>X-n120-k6</td>
<td>13332</td>
<td>OPT</td>
<td>13332</td>
<td>-</td>
<td>13332</td>
</tr>
<tr>
<td>X-n125-k30</td>
<td>55539</td>
<td>OPT</td>
<td>55539</td>
<td>-</td>
<td>55539</td>
</tr>
<tr>
<td>X-n129-k18</td>
<td>28940</td>
<td>OPT</td>
<td>28940</td>
<td>-</td>
<td>28940</td>
</tr>
<tr>
<td>X-n134-k13</td>
<td>10916</td>
<td>OPT</td>
<td>10916</td>
<td>-</td>
<td>10916</td>
</tr>
<tr>
<td>X-n139-k10</td>
<td>13590</td>
<td>OPT</td>
<td>13590</td>
<td>-</td>
<td>13590</td>
</tr>
<tr>
<td>X-n143-k7</td>
<td>15700</td>
<td>OPT</td>
<td>15709</td>
<td>-</td>
<td>15700</td>
</tr>
<tr>
<td>X-n148-k46</td>
<td>43448</td>
<td>OPT</td>
<td>43448</td>
<td>-</td>
<td>43448</td>
</tr>
<tr>
<td>X-n153-k22</td>
<td>21220</td>
<td>OPT</td>
<td>21220</td>
<td>-</td>
<td>21220</td>
</tr>
<tr>
<td>X-n157-k13</td>
<td>16876</td>
<td>OPT</td>
<td>16876</td>
<td>-</td>
<td>16876</td>
</tr>
<tr>
<td>X-n162-k11</td>
<td>14138</td>
<td>OPT</td>
<td>14138</td>
<td>-</td>
<td>14138</td>
</tr>
<tr>
<td>X-n167-k10</td>
<td>20557</td>
<td>OPT</td>
<td>20557</td>
<td>-</td>
<td>20557</td>
</tr>
<tr>
<td>X-n172-k51</td>
<td>45607</td>
<td>OPT</td>
<td>45607</td>
<td>-</td>
<td>45607</td>
</tr>
<tr>
<td>X-n176-k26</td>
<td>47812</td>
<td>OPT</td>
<td>47812</td>
<td>-</td>
<td>47812</td>
</tr>
<tr>
<td>X-n181-k23</td>
<td>25569</td>
<td>OPT</td>
<td>25569</td>
<td>-</td>
<td>25569</td>
</tr>
<tr>
<td>X-n200-k36</td>
<td>58578</td>
<td>OPT</td>
<td>58578</td>
<td>63658</td>
<td>58578</td>
</tr>
<tr>
<td>X-n289-k60</td>
<td>95151</td>
<td>OPT</td>
<td>95238</td>
<td>-</td>
<td>95151</td>
</tr>
<tr>
<td>X-n359-k29</td>
<td>51505 no</td>
<td>51509 98740</td>
<td>51505</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X-n627-k43</td>
<td>62210</td>
<td>no</td>
<td>62366 138304</td>
<td>62210</td>
<td></td>
</tr>
<tr>
<td>X-n701-k44</td>
<td>81934</td>
<td>no</td>
<td>82294</td>
<td>-</td>
<td>81934</td>
</tr>
<tr>
<td>X-n783-k48</td>
<td>72445</td>
<td>no</td>
<td>72768</td>
<td>-</td>
<td>72445</td>
</tr>
<tr>
<td>X-n876-k59</td>
<td>99331</td>
<td>no</td>
<td>99715 235140</td>
<td>99331</td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusion

This paper has suggested the improvement of the ant colony system (ACS) algorithm to solve instances of CVRP which has not been used in previous studies by this algorithm, where improvement relies on leveraging sub-paths experience in previous iterations and exploits the experience to find the best solution and thus get the shortest distance in a reasonable time. On the other hand, the mathematical results have shown that the proposed algorithm was very promising, giving better results than other algorithms that were compared to this study.
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