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ABSTRACT

This paper studies inventory and pricing policies in a non-cooperative supply chain with one supplier and several retailers who are involved in producing, delivering and selling a single product. We consider inventory policies in an information-asymmetric vendor managed inventory. The study consists of different scenarios where a supplier produces the product at the wholesale price to multiple retailers. The retailers also distribute the product in dispersed and independent markets at retail selling prices. The demand rate for each market is a non-decreasing concave function of the marketing expenditures of both local retailers and the manufacturer, but a non-increasing and convex function of the retail selling prices. The primary purpose is to determine wholesale price, marketing expenditure for supplier and retailers, replenishment cycles for the product, and backorder quantity to maximize the total profit for both groups of supplier and retailers. All scenarios are modeled as a Stackelberg game where the manufacturer is the leader and the retailers are the followers. A numerical study are presented to demonstrate the influences of decision variables and/or parameters in various scenarios.

© 2010 Growing Science Ltd. All rights reserved.

1. Introduction

An optimal inventory policy normally has important effect on profitability of an organization. The proper inventory policy leads to a better performance of an organization and achievement organizational objectives. These policies can reduce inventory levels, replenishment rate, inventory cost and among these policies; Vendor Managed Inventory (VMI) is one of the most important strategies which improves the inventory management in supply chains. In a VMI system, a vendor normally determines the appropriate inventory levels for all his retailers and the proper inventory policies to maintain these levels (Simchi-Livi et al., 2000). The VMI partnerships have different purposes such as reducing the inventory levels and replenishment cost for the supply chain. A VMI partnership has two main characteristics: (1) VMI mainly focuses on integrated inventory management by the vendor with the cooperation of his retailers, and (2) the vendor is aware of his retailers’ inventory and market information for the implementation of VMI (yu et al., 2009). During the past decade, the advantage of using VMI in production units have been studied by many people (e.g., Aviv and Federgruen, 1998; Cachon and Fisher, 2000; yu et al., 2009; yao et al., 2009). However, the effects of having a good pricing strategy on optimal ordering size in VMI model have never been taken place. For instance, one may be interested in learning the effect of a fixed pricing strategy on optimal inventory ordering size. In this paper, we consider four scenarios of a supply chain based on pricing and inventory policies where, in this supply chain, a vendor and multiple retailers are involved in producing, delivering and selling only one single finished
product. The manufacturer or a vendor supplies the finished product and distributes it to its retailers. This supply chain therefore has two levels of retailers and the manufacturer. Each retailer buys the product from the manufacturer at the wholesale price, and then sells it to its customer at a retail price. Retailers’ markets are assumed to be geographically dispersed and independent from each other. Therefore, the competition and transshipment between the regional retailers are omitted. The demand rate in each local retail market is assumed to be non-decreasing function of the advertising investments made by the corresponding local retailer and the manufacturer, and a non-increasing function of the retail price. We model all scenarios for our supply chain case study as a Stackelberg game (Chen, Federgruen, & Zheng, 2001; Lau & Lau, 2004; Lau, Lau, & Zhou, 2007; Yu et al, 2009). The manufacturer or vendor acts as a leader to manage the product inventories for all retailers or followers. As a leader, the vendor or manufacturer, knows about the response function for each retailer, optimizes its decision variables for each scenario to maximize the total profit. As followers, each retailer takes the manufacturer’s optimal decisions as input parameters to determine the best response functions by maximizing its own profit. The resulting overall optimal solution for the supply chain is referred to as the Stackelberg equilibrium. This paper is organized as follows. In Section 2, the relevant literature is reviewed. Section 3 describes the assumptions and the necessary notations which are used to explain the proposed model. Section 4 develops our general Stackelberg model for each scenario and Section 5 presents computational steps to solve the Stackelberg equilibrium. In this section, the model and its computational steps are instantiated in a case with a Cobb–Douglas demand function. Section 6 presents a sensitivity analysis of various parameters in order to draw meaningful managerial implications. Finally, conclusion remarks are presented at the end to summarize the contribution of the paper.

2. Literature review

There are three supply chain problems: the supply chain inventory integration, the integrated models for pricing policies and inventory decisions, and the supply chain games for pricing, advertising and inventory decisions. Goyal (1977) is one of the pioneer in the supply chain inventory integration who studies a simple supply chain which includes a single vendor and a single retailer to minimize the total relevant costs. His model is extended by Banerjee (1986) to combine a finite production rate for the vendor to obtain the optimal joint production quantity. Goyal (1988) extends Banerjee’s model (Banerjee, 1986) by relaxing the lot-for-lot production assumption, and shows that his model provides a lower or equal joint total relevant cost. Kohli and Park (1994) examine joint ordering policies as a strategy to reduce negotiation costs between a single vendor and a homogeneous group of retailers. Lu (1995) presents an integrated inventory model and develops a heuristic approach for his model with one vendor and multiple heterogeneous buyers. Banerjee (1992) considers a VMI system in which the vendor makes all replenishment decisions for his buyers to reduce the total inventory cost. During the past few years, VMI, as an inventory integration policy, has been widely studied by many others (De Toni & Zamolo, 2005; Disney & Towill, 2003; Dong & Xu, 2002; Rusdiansyah & Tsao, 2005; Yao, Evers, & Dresner, 2007). Woo et al. (2001) and Yu and Liang (2004) extend three echelon inventory supply chains where the vendor is a manufacturer and his raw materials’ inventory is involved as part of the model. These VMI related papers mainly focus on exploring the cost savings to be realized from VMI partnership. Zhang et al. (2007) introduce a relaxed policy to the common replenishment cycle to allow as an integer multiples of his retailers’ replenishment cycles. However, they often ignore some of the most important issues such as pricing and advertising effects on the supply chain.

Kotler (1971) is also known as one of the first who combined pricing policies into inventory decisions and for infinite time horizon shows the significant influence of pricing on economic order quantity (EOQ). Ladany and Sternleib (1974) study the effects of pricing policy on demand and consequently on EOQ. Subramanym and Kumaraswamy (1981) present an EOQ model by focusing to the impact of advertising budget and price variations on demand. Goyal and Gunasekaran (1995) develop their discussions on perishable goods in a multi-stage inventory model by considering marketing and pricing policies as input parameters and only examine sensitivity analyses of these parameters. Roslow, Laskey, and Nicholls (1993), and Huang and Li (2001) study cooperative advertising in the supply chain, and demonstrate that cooperation in advertising
investment can increase the profit of the whole supply chain. However, none of the mentioned studies has considered advertising and pricing decisions on VMI systems. Stackelberg games are widely used in the literature of supply chain. Monahan (1984) analyzes one-vendor–one-buyer supply chain with constant demand and price discounts based on an order quantity by using a Stackelberg game approach to determine an optimal discount scheme in order to increase its profit. Lal and Staelin (1984) develop a unified quantity discount policy for a group of heterogeneous retailers. They assume that the vendor uses a lot-for-lot inventory policy to replenish its retailers’ inventories. Many also use Stackelberg game for similar problems where the vendor adopts various inventory polices: lot-for-lot, power-of-two policy, integer-ratio policy, or common replenishment cycles (e.g. Munson & Rosenblatt, 2001; Rosenblatt & Lee, 1985; Wang, 2002; Weng, 1995). A comprehensive overview for the implementation of game theory (GT) on supply chain management (SCM) are accomplished by Liou, Schaible, and Yao (2006) and Qin, Tang, and Guo (2007). Cachon and Netessine (2004) and Yu et al. (2009) discuss the interaction between a manufacturer and its retailers for optimizing their individual net profits by tuning product marketing and inventory policies in an information-asymmetric VMI supply chain using Stackelberg game approach. They assume that the producer determines its wholesale price, its marketing expenditures, replenishment cycles for the raw materials and finished product, and backorder quantity for maximizing the profit and retailers by considering the replenishment policies and the producer's promotion policies to determine the optimal retail prices and advertisement investments. Yu et al. (2009) study a Stackelberg games and its improvement in a VMI-type supply chain where the vendor is a manufacturer. As we can observe from the literature survey, there is a need to consider pricing in game theory based integration model for a SCM which is the primary focus of our study in this paper.

3. Assumptions and notations

We study a Stackelberg game for a manufacturer and his multiple retailers in VMI-type supply chains and use similar notations and assumptions used in similar works of Yu et al., (2009) and Yu et al., (2009).

3.1. Assumptions

(1) There are a supplier or manufacturer and multiple heterogeneous retailers. The manufacturer produces into one type of products with a fixed production rate, and replenishes the product to its retailers. The retailers are independently serving their individual markets. The demand for each retailer is a non-increasing and convex function with respect to his retail price, retailers’ advertising costs and manufacturer’s advertising costs and can be described by Cobb- Douglas demand function (Samuelson, 1947; Vives, 1990).

(2) Based on the VMI strategy, the supplier is responsible for the chain wide two-echelon inventories which include the finished product’s inventories at the retailers’ sides and the supplier’s side depicted by Fig. 1. A common replenishment cycle policy is adopted by the supplier to manage the inventories of the product. Each retailer pays the inventory cost based on the demand rate to the supplier.

(3) There is a leader-follower relationship between the supplier (manufacturer) and the retailers. According to the VMI strategy, all the necessary market information of the retailers are available for the supplier and the supplier completely benefit to better serve the retailers.

3.2. Notations

Indices

\( n \): number of retailers
\( j \): index of the retailers

Parameters

\( C_m \): manufacturing cost for per unit finished product ($/unit)
\( H_{ij} \): retailer \( j \)'s holding cost ($/unit/time)
\( H_m \): the manufacturer’s holding cost per unit finished product of inventory ($/unit/time)
\( L_{ij} \): retailer j’s backorder cost ($/unit/time)
\( S_{ij} \): the manufacturer’s fixed order cost for a common cycle time for the finished product ($/order setup)
\( \phi_j \): transportation cost per unit finished product shipped from the manufacturer to the retailer j ($/unit)
\( \gamma_j \): inventory cost for retailer j ($/unit/time)
\( P \): production rate of the finished product for the manufacturer

**Variables**
- \( a_j \): advertising investment for retailer j ($/time)
- \( P_{ij} \): retail price charged by retailer j ($/unit)
- \( A \): advertising investment for manufacturer ($/time)
- \( P_{mij} \): wholesale price of the finished product set by the manufacturer for retailer j ($/unit)
- \( b_j \): fraction of backlogging rate in a cycle for retailer j ($/time)
- \( C \): common replenishment cycle time for the finished product

**Functions**
- \( D_j(P_{ij}, a_j, A) \): demand rate of the finished product in market j served by retailer j, a non-increasing and convex function of \( P_{ij} \) and a non-decreasing and concave function of \( a_j \) and \( A \) (unit/time)
- \( TIC_m \): the manufacturer’s total inventory cost ($/time)
- \( TIC_r \): retailers’ total inventory cost ($/time)
- \( N_{p_{ij}} \): net profit for retailer j at scenario i ($/time)
- \( N_{p_m} \): net profit for the manufacturer at scenario i ($/time)

4. The Stackelberg game model

This section models all scenarios as a non-cooperative Stackelberg game where the manufacturer acts as the leader and retailers act as the followers. Their net profits are considered as the players’ payoff/utility functions for maximization. The manufacturer’s decisions and retailers’ decisions are determined for each scenario. In order to make the Stackelberg game model more easier to follow and more applicable, this model will be started with a generic demand function \( D_j(P_{ij}, a_j, A) \). The models and their results will be instantiated with a Cobb–Douglas demand function as an application of our proposed models in the next section. In all scenarios, we assume that the inventory levels for the retailers and the manufacturer have the trend shown in Fig 1. For each retailer, replenishment rate is infinite and backorder shortage is allowable but manufacturer’s replenishment rate is finite and shortage is unallowable (Yu et al., 2009).

---

**Fig. 1**: The product inventory level
4.1. Scenario 1
In the first scenario, the inventory policy is an information-asymmetric VMI and the producer provides a single product at the same wholesale price to multiple retailers \((P_m)\). The payoff function (net profit) for each player is equal to its revenue minus its total cost.

4.1.1. Net profit of each retailer
The revenue of retailer \(j\) is \(P_{rj}D_j(P_{rj}, a_j, A)\). Its cost includes three components: product cost \(P_m D_j(P_{rj}, a_j, A)\), advertising investment \(a_j\), and inventory cost \(\gamma_j D_j(P_{rj}, a_j, A)\) is proportion to its demand. The order, backorder and holding costs do not appear in retailer’s cost formula since supplier is responsible for it based on VMI rules. The net profit for retailer \(j\) can be given by

\[
N_{rj} = (P_{rj} - P_m - \gamma_j)D_j(P_{rj}, a_j, A) - a_j
\]  

(1)

4.1.2. Net profit of manufacturer
The total revenue for the manufacturer comes from the selling of the product to its retailers at wholesale price \(P_m\) given by (1). The total cost also consists of manufacturer's inventory cost \((TIC_m)\), the retailers’ inventory cost \((TIC_r)\) and the advertising investment \((A)\). Based on Fig. 1, in a supply chain, it is not unusual for the manufacturer to assume a common replenishment period for all its retailers (Banerjee & Burton, 1994; Chakravarty & Goyal, 1986; Chen & Chen, 2005; Mitra & Chatterjee, 2004; Viswanathan & Piplani, 2001; Woo et al., 2001). Therefore we have,

\[
TIC_m = \frac{1}{C} \left[ S_m + H_m \sum_{j=1}^{n} D_j(P_{rj}, a_j, A)^2 C^2 / 2P \right] + C_m \sum_{j=1}^{n} D_j(P_{rj}, a_j, A).
\]  

(2)

The first term in Eq. (2) is the sum of the setup and the holding cost of manufacturer’s side and the second term is the production cost. Retailers’ inventory cost includes order cost, holding cost, backorder cost and transportation cost.

\[
TIC_r = \frac{1}{C} \sum_{j=1}^{n} \left[ S_{rj} + \frac{D_j(P_{rj}, a_j, A)}{2} (1 - b_j)^2 C^2 i P_m + D_j(P_{rj}, a_j, A) b_j^2 C^2 L_{rj} \right] \right] + (\varphi_j - \gamma_j)D_j(P_{rj}, a_j, A) C.
\]  

(3)

Therefore, the net profit of the manufacturer is computed as follows,

\[
N_{pm} = \sum_{j=1}^{n} P_m D_j(P_{rj}, a_j, A) - TIC_m - TIC_r - A.
\]  

(4)

The first proposed Stackelberg game model is formulated as follows,

\[
\max \; N_{pm}(b_1, ..., b_n, C, A, P_m) = \sum_{j=1}^{n} P_m D_j(P_{rj}, a_j, A) - TIC_m - TIC_r - A
\]  

(4)

subject to

\[
\sum_{j=1}^{n} D_j(P_{rj}, a_j, A) \leq P,
\]  

(5)

\[
0 \leq b_j \leq 1, \; j = 1, ..., n
\]  

(6)

\[
C, A, P_m \geq 0.
\]  

(7)
and
\[
\text{max } N_{Prj} \left( P_{rj}, a_j \right) = (P_{rj} - P_m - \gamma_j)D_j \left( P_{rj}, a_j, A \right) - a_j, \quad j = 1, \ldots, n
\]  
(8)

subject to
\[
P_{rj} > P_m + \gamma_j, \quad j = 1, \ldots, n
\]  
(9)
\[
P_{rj}, a_j \geq 0, \quad j = 1, \ldots, n
\]  
(10)

Eqs. (4) and (8) are the objective functions of the manufacturer and its retailers, respectively. Constraint (5) is the production capacity constraint and constraints (6) demonstrate the lower and the upper bounds for retailer’s backorder. The basic feasible condition of the retailers is explained in constraints (9). Finally, the decision variables are defined by the remaining constraints.

4.1.3. The Stackelberg equilibrium

The Stackelberg equilibrium is obtained using a backward procedure. Based on this procedure, the followers’ (retailer) problem must be solved first to get the response functions of the leader’s (manufacturer) decisions. In the next step, the manufacturer’s decision problem is solved by attending all possible reactions of the followers to maximize the net profit. Every follower’s optimal response can be determined by considering the manufacturer’s decisions as its input parameters. Finally, the leader finds its optimal decision by assuming that the followers take the optimal response.

In our model, the best response functions established analytically for the retailers since they are involved and we are faced with relatively large number of variables.

Retailers’ best response functions

By taking the first derivative of Eq. (8) with respect to \( a_j \), we have
\[
\frac{\partial N_{Prj} \left( P_{rj}, a_j \right)}{\partial a_j} = (P_{rj} - P_m - \gamma_j) \left( \frac{\partial D_j \left( P_{rj}, a_j, A \right)}{\partial a_j} - 1 \right), \quad j = 1, \ldots, n.
\]  
(11)

Solving \( \frac{\partial N_{Prj} \left( P_{rj}, a_j \right)}{\partial a_j} = 0 \) yields the critical point of the equation with \( D_j \left( P_{rj}, a_j, A \right) \) as non-decreasing and concave function of \( a_j \). Since \( \frac{\partial^2 N_{Prj} \left( P_{rj}, a_j \right)}{\partial a_j^2} \leq 0 \), only one critical point exists and it is a function of \( (P_{rj}, A) \).

The critical point is the optimal solution of retailer \( j \) for any given \( (P_{rj}, A) \) denoted as
\[
a_j^* = a_j^* \left( P_{rj}, A \right), \quad j = 1, \ldots, n.
\]  
(12)

Taking the first derivative of \( N_{Prj} \left( P_{rj}, a_j^* \right) \) with respect to \( P_{rj} \) yields,
\[
\frac{\partial N_{Prj} \left( P_{rj}, a_j^* \right)}{\partial P_{rj}} = D_j \left( P_{rj}, a_j^*, A \right) + \left( P_{rj} - P_m - \gamma_j \right) \left( \frac{\partial D_j \left( P_{rj}, a_j^*, A \right)}{\partial P_{rj}} + \frac{\partial D_j \left( P_{rj}, a_j, A \right)}{\partial a_j} \frac{\partial a_j^* \left( P_{rj}, A \right)}{\partial P_{rj}} \right) = 0.
\]  
(13)

We get the optimal solution \( P_{rj}^* \) by solving Eq. (13). This equation has at least one critical point otherwise, \( N_{Prj} \left( P_{rj}, a_j^* \right) \) will be a monotone function of \( P_{rj} \). Based on a given specific demand function, Eqs. (12) and (13) are the best response functions for retailer \( j \).
Manufacturer’s decision problem
The manufacturer determines decision variables by Eqs. (4)-(7) and considering retailers’ best response functions. $Np_m(b_1, \ldots, b_n, C, A, P_m)$ is a concave function of $b_j$ for any other given variables since $\frac{\partial^2 Np_m(b_1, \ldots, b_n, C, A, P_m)}{\partial b_j} \leq 0$. Taking the first derivate of Eq. (4) respect to $b_j$ yields,

$$b_j^* = \frac{ip_m}{ip_m + L_{rj}}, \; j = 1, \ldots, n. \tag{14}$$

Using Eqs. (12)-(14) in Eq. (4) and taking the first derivative respect to $C$, yields the optimal value of $C^*$ as follows,

$$C^* = \sqrt{\frac{2(s_m + \sum_{j=1}^{n} s_{rj})}{H}}, \tag{15}$$

where

$$H = \sum_{j=1}^{n} \left[ \frac{hmD_j^j(P_{rj}, a_j, A)}{p} + D_j(P_{rj}, a_j, A) b_j^* L_{rj} \right]. \tag{16}$$

Since $\frac{\partial^2 Np_m(C, A, P_m)}{\partial C^2} = -\frac{2}{C^3} (s_m + \sum_{j=1}^{n} s_{rj}) \leq 0$, then $Np_m(C, A, P_m)$ is a concave function of $C$ for any given $P_m$ and $A$.

Therefore, the manufacturer’s net profit becomes a function of variables $P_m$ and $A$ which yields to the following optimization problem.

$$\max \ Np_m(P_m, A) = \sum_{j=1}^{n} P_m D_j(P_{rj}, a_j^*, A) - TIC_m(P_m, A) - TIC_r(P_m, A) - A \tag{17}$$

subject to

$$\sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A) \leq P, \tag{18}$$

$$A, P_m \geq 0. \tag{19}$$

As we can see, there are only two continuous variables left and therefore, the Kuhn–Tucker conditions (KKT) can be used to calculate the optimal solutions. Suppose $\lambda$ be the Lagrange multiplier, then we have,

$$\max \ \lambda(P - \sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A) = Np_m(P_m, A) - \lambda(P - \sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A)). \tag{20}$$

Then the KKT conditions for the model is follows,

$$\frac{\partial Np_m(P_m, A)}{\partial P_m} - \lambda \sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A) = 0, \tag{21}$$

$$\frac{\partial Np_m(P_m, A)}{\partial A} - \lambda \sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A) = 0, \tag{22}$$

$$\lambda(P - \sum_{j=1}^{n} D_j(P_{rj}, a_j^*, A)) = 0. \tag{23}$$

Therefore we can find the Stackelberg game equilibrium from the all solutions satisfying all optimal conditions under any given specific demand function $D_j(P_{rj}, a_j, A)$.
4.2. Scenario 2

In the second scenario, like the first scenario, the inventory policy is an information-asymmetric VMI but the producer provides a single product at the wholesale price \( P_{mj} \) to retailer \( j \).

4.2.1. Net profit of each retailer

The difference between Net profit of each retailer at the first and the second scenarios is in product cost. In the other word, for the second scenario retailer \( j \)'s product cost is \( P_{mj} D_j(P_{rj}, a_j, A) \). Then

\[
N_{prj}^2 = (P_{rj} - P_{mj} - \gamma_j)D_j(P_{rj}, a_j, A) - a_j.
\]  

(24)

4.2.2. Net profit of manufacturer

The Net profit of manufacturer is as follows,

\[
N_{pm}^2 = \sum_{j=1}^{n} P_{mj} D_j(P_{rj}, a_j, A) - TIC_m - TIC_r - A.
\]  

(25)

where \( TIC_m \) obtain from Eq. (2) and

\[
TIC_r = \frac{1}{C} \sum_{j=1}^{n} \left[ S_{ij} + \frac{D_j(P_{rj}, a_j, A)(1 - b_j)^2 C^2 i P_{mj} + \frac{D_j(P_{rj}, a_j, A) b_j^2 C^2 L_{rj}}{2} + (\phi_j - \gamma_j)D_j(P_{rj}, a_j, A)C \right].
\]  

(26)

Therefore, we can formulate the model for the second scenario as a Stackelberg game model as follows,

\[
\max N_{pm}^2 (b_1, ..., b_n, C, A, P_{m1}, ..., P_{mn}) = \sum_{j=1}^{n} P_{mj} D_j(P_{rj}, a_j, A) - TIC_m - TIC_r - A
\]  

subject to Eqs. (5)-(6)

\[
C, A, P_{mj} \geq 0 \quad j = 1, ..., n
\]  

(28)

and

\[
\max N_{prj}^2 (P_{rj}, a_j) = (P_{rj} - P_{mj} - \gamma_j)D_j(P_{rj}, a_j, A) - a_j, \quad j = 1, ..., n
\]  

subject to Eq. (10)

\[
P_{rj} > P_{mj} + \gamma_j, \quad j = 1, ..., n
\]  

(30)

4.2.3. The Stackelberg equilibrium

The Stackelberg equilibrium has the same form as the one given in section 4.1.3. So, the retailer \( j \)'s best response functions are

\[
\frac{\partial N_{prj}^2(P_{rj}, a_j)}{\partial a_j} = (P_{rj} - P_{mj} - \gamma_j) \frac{\partial D_j(P_{rj}, a_j, A)}{\partial a_j} - 1 = 0, \quad j = 1, ..., n
\]  

(31)

\[
\frac{\partial N_{prj}^2(P_{rj}, a_j^*)}{\partial P_{rj}} = D_j(P_{rj}, a_j^*, A) + (P_{rj} - P_{mj} - \gamma_j) \left( \frac{\partial D_j(P_{rj}, a_j^*, A)}{\partial P_{rj}} + \frac{\partial D_j(P_{rj}, a_j', A)}{\partial a_j} \frac{\partial a_j'(P_{rj}, A)}{\partial P_{rj}} \right) = 0.
\]  

(32)

Thus, we get the optimal solution \( P_{rj}^* \) and \( a_j^* \) by solving Eqs. (32) and (31), respectively. The manufacturer’s decision variables are obtained by Eqs. (5), (6), (27), (28) and the retailers’ best response functions are also obtained from Eqs. (31) and (32). Then, the optimal value of \( b_j \) is

\[
b_j^* = \frac{lp_{mj}}{lp_{mj} + L_{rj}}, \quad j = 1, ..., n
\]  

(33)
Eqs. (15), (16) and (33) give the optimal value of $C^*$. Therefore, the manufacturer’s net profit is as follows,

$$\text{max } Np_m \sum_{j=1}^{n} P_{mj}D_j (P_{rj}, a_j, A) - TIC_m(P_{mj}, A) - TIC_r(P_{mj}, A) - A$$

subject to

$$\sum_{j=1}^{n} D_j (P_{rj}, a_j, A) \leq P,$$

$$A, P_{m1}, ..., P_{mn} \geq 0.$$

$TIC_m$ and $TIC_r$ are determined from Eqs. (2) and (26), respectively and $Prj^*$, $aj^*$ and $bj^*$ are resulted from Eqs. (31)-(33). Because the above model is continuous model of $n+1$ variables, then the KKT conditions can be used to calculate the optimal solutions. Suppose $\lambda$ be Lagrange multiplier, thus,

$$\frac{\partial Np_m^2(P_{mj}, A)}{\partial P_{mj}} - \lambda \sum_{j=1}^{n} D_j (P_{rj}, a_j, A) = 0, \; j = 1, ..., n$$

$$\frac{\partial Np_m^2(P_{mj}, A)}{\partial A} - \lambda \sum_{j=1}^{n} D_j (P_{rj}, a_j, A) = 0,$$

$$\lambda \left( P - \sum_{j=1}^{n} D_j (P_{rj}, a_j, A) \right) = 0.$$

Therefore, the Stackelberg game equilibrium can be computed from the solution of the equations Eq. (37) to Eq. (39) under any given specific demand function.

### 4.3. Scenario 3

In the third scenario, unlike the two previous scenarios, the inventory policy is a periodic inventory system for each side of supply chain. In the other words, the manufacturer, as supplier, produces a product under independent periodic inventory systems (without commitment for managing its retailers’ ordering and inventory levels) and sells it at the same wholesale price to all retailers ($P_m$). Each retailer by considering his own cost and demand uses the ordering periodic system relevant to manufacturer’s production cycle. Therefore, the manufacturer and each retailer pay themselves the total inventory cost, separately.

#### 4.3.1. Net profit of each retailer

The revenue of retailer $j$ is $P_{rj} D_j (P_{rj}, a_j, A)$. Its cost includes three components; product cost $P_m D_j (P_{rj}, a_j, A)$, advertising investment $a_j$, and total inventory cost $TIC_r$, involved ordering cost, holding cost and transporting cost which are calculated as follows,

$$TIC_r = \frac{1}{C} \left[ \frac{S_{rj}}{2} + \frac{D_j (P_{rj}, a_j, A) (1 - b_j)^2 C^2 P_m}{2} + \frac{D_j (P_{rj}, a_j, A) b_j^2 C^2 L_{rj}}{2} + \phi_j D_j (P_{rj}, a_j, A) C \right],$$

where $j = 1, ..., n$

Note that retailers need to coordinate with supplier (manufacturer) to adopt their replenishment cycle with manufacturer’s production cycle. Therefore, $C$ in Eq. (40) is an input parameter and the net profit for the retailer $j$ can be given by
4.3.2. Net profit of manufacturer
The total net revenue for the manufacturer comes from the selling of the product to its retailers at wholesale price \( P_m \) minus the associated inventory cost (\( TIC_m \)) and the advertising investment (\( A \)) costs as follows,

\[
N_{Pr_j}^3(b_j, P_{rj}, a_j) = (P_{rj} - P_m)D_j(P_{rj}, a_j, A) - a_j - TIC_r.
\] (41)

**Retailers’ best response functions**

Let \( \frac{\partial N_{Pr_j}^3(b_j, P_{rj}, a_j)}{\partial a_j} = 0 \) and since \( D_j(P_{rj}, a_j, A) \) is a non-decreasing and concave function of \( a_j \). Thus

\[
\frac{\partial N_{Pr_j}^3(b_j, P_{rj}, a_j)}{\partial a_j} = (P_{rj} - P_m) \frac{\partial D_j(P_{rj}, a_j, A)}{\partial a_j} - 1 - \frac{\partial TIC_r}{\partial a_j} = 0, \quad j = 1, ..., n
\] (45)

Because \( \frac{\partial^2 N_{Pr_j}^3(b_j, P_{rj}, a_j)}{\partial a_j^2} \leq 0 \), only one critical point exists and it is a function of \( (b_j, P_{rj}, A) \). The critical point is the optimal solution of retailer \( j \) for any given \( (b_j, P_{rj}, A) \), and denoted as,

\[
a_j^* = a_j^*(b_j, P_{rj}, A), \quad j = 1, ..., n
\] (46)

The optimal solution of \( P_{rj}^* \) is computed as follows,

\[
\frac{\partial N_{Pr_j}^3(b_j, P_{rj}, a_j^*)}{\partial P_{rj}} = D_j(P_{rj}, a_j^*, A) + (P_{rj} - P_m) \left( \frac{\partial D_j(P_{rj}, a_j^*, A)}{\partial P_{rj}} + \frac{\partial D_j(P_{rj}, a_j^*, A)}{\partial a_j} \frac{\partial a_j^*(P_{rj}, A)}{\partial P_{rj}} \right) - \frac{\partial TIC_r}{\partial P_{rj}} = 0
\] (47)

As mentioned in section 4.1.3, this equation has at least one critical point. Therefore Eqs. (46) and (47) are the best response functions for retailer \( j \).

Finally, from setting the result to zero for the first derivative with respect to \( b_j \) of Eq. (44), the optimal value of \( b_j \) can be obtained as follows,
\[
\frac{\partial N_{Prj}}{\partial b_j} = - \frac{\partial TIC_r}{\partial \alpha_j} = D_j(P_{rj}, \alpha_j, A)(1 - b_j)CiP_m - D_j(P_{rj}, \alpha_j, A)b_jCL_{rj} = 0
\]  
\[b_j = \frac{iP_m}{iP_m + L_{rj}}, \ j = 1, \ldots, n\]

The above critical point is the optimal solution because,

\[
\frac{\partial^2 N_{Prj}}{\partial b_j^2} = -[D_j(P_{rj}, \alpha_j, A)CiP_m + D_j(P_{rj}, \alpha_j, A)CL_{rj}] \leq 0
\]

**Manufacturer’s decision problem**

The manufacturer’s decision variables are determined by Eq. (44) and we have the retailers’ best response functions \((b_{j}^*, P_{rj}^*, a_{j}^*)\). \(N_{pm}^3(C, A, P_m)\) is a concave function of \(C\) for any other given variables since \(\frac{\partial^2 N_{pm}^3(C, A, P_m)}{\partial C^2} = -\frac{2S_m}{C^2} \leq 0\). Therefore, from setting the result to zero for the first derivative with respect to \(C\) of Eq. (44), the optimal value of \(C^*\) can be obtained as follows,

\[
C^* = \frac{2PS_m}{\sum_{j=1}^{n} H_j D_j^2(P_{rj}^*, a_{j}^*, A)}
\]

Therefore, the manufacturer’s net profit becomes a function of variables \(P_m\) and \(A\):

\[
\text{max } N_{pm}^3(P_m, A) = \sum_{j=1}^{n} P_m D_j(P_{rj}^*, a_{j}^*, A) - TIC_m(P_m, A) - A
\]

subject to

\[
\sum_{j=1}^{n} D_j(P_{rj}^*, a_{j}^*, A) \leq P, \quad A, P_m \geq 0.
\]

Therefore, the KKT conditions are as follows,

\[
\frac{\partial N_{pm}^3(P_mA)}{\partial P_m} - \lambda \sum_{j=1}^{n} D_j(P_{rj}^*, a_{j}^*, A) = 0, \quad (53)
\]

\[
\frac{\partial N_{pm}^3(P_mA)}{\partial A} - \lambda \sum_{j=1}^{n} D_j(P_{rj}^*, a_{j}^*, A) = 0, \quad (54)
\]

\[
\lambda(P - \sum_{j=1}^{n} D_j(P_{rj}^*, a_{j}^*, A)) = 0. \quad (55)
\]

The Stackelberg game equilibrium is determined by solving Eq. (53) to Eq. (55).

**4.4 Scenario 4**

For the fourth scenario, like the third scenario, the inventory policy is a periodic inventory system for each side of the supply chain but the manufacturer produces and sells a single product at the wholesale price \(P_{mj}\) to retailer \(j\).

**4.4.1 Net profit of each retailer**

The main difference between the net profit for each retailer in the third and the fourth scenarios is in product cost. In the other word, for the fourth scenario the retailer j’s product cost is \(P_{mj} D_j(P_{rj}^*, a_{j}^*, A)\). Therefore we have,
where
\[ TIC_r = \frac{1}{C} \left[ S_{rj} + D_j(P_{rj}, a_j, A)(1 - b_j)^2 C^2 i P_{mj} + D_j(P_{rj}, a_j, A) b_j^2 C^2 L_{rj} \right. \]
\[ + \left. \varphi_j D_j(P_{rj}, a_j, A) C \right] , j = 1, \ldots, n \tag{57} \]

4.4.2. Net profit of manufacturer

The Net profit of manufacturer is
\[ Np_{rj}^4(b_j, P_{rj}, a_j) = (P_{rj} - P_{mj}) D_j(P_{rj}, a_j, A) - a_j - TIC_r \tag{56} \]

4.4.3. The Stackelberg equilibrium

Similar to what we explained in previous sections, the retailer j’s best response functions are as follows,
\[ \partial Np_{rj}^4(b_j, P_{rj}, a_j) \partial a_j = (P_{rj} - P_{mj}) \partial D_j(P_{rj}, a_j, A) \partial a_j - 1 - \partial TIC_r \partial a_j = 0 \, , \ j = 1, \ldots, n \tag{61} \]

\[ \frac{\partial Np_{rj}^4(b_j, P_{rj}, a_j^*)}{\partial P_{rj}} = D_j(P_{rj}, a_j^*, A) + (P_{rj} - P_{mj}) \left( \frac{\partial D_j(P_{rj}, a_j^*, A)}{\partial P_{rj}} + \frac{\partial D_j(P_{rj}, a_j, A)}{\partial a_j} \frac{\partial a_j^*(P_{rj}, A)}{\partial P_{rj}} \right) - \frac{\partial TIC_r}{\partial P_{rj}} = 0 \tag{62} \]

\[ \frac{\partial Np_{rj}^3(b_j, P_{rj}, a_j^*)}{\partial b_j} = - \frac{\partial TIC_r}{\partial a_j} = D_j(P_{rj}, a_j, A)(1 - b_j) C i P_{m} - D_j(P_{rj}, a_j, A) b_j C L_{rj} = 0 \tag{63} \]

Thus, we get the optimal solution \( b_j^* \), \( P_{rj}^* \) and \( a_j^* \) by solving Eqs. (63), (62) and (61), respectively.

From solving Eqs. (5), (6), (27), (28) and by considering retailers’ best response functions from Eqs. (61), (62) and (63), the manufacturer’s decision variables are calculated as follows,
Using Eqs. (61)-(64), the manufacturer’s net profit is calculated as follows,

$$\max N_{m}^2(P_{m1}, ..., P_{mn}, A) = \sum_{j=1}^{n} P_{mj} D_{j}(P_{rj}^*, a_{j}^*, A) - TIC_{m}(P_{mj}, A) - A$$

subject to

$$\sum_{j=1}^{n} D_{j}(P_{rj}^*, a_{j}^*, A) \leq P,$$

$$A, P_{m1}, ..., P_{mn} \geq 0$$

Assuming $\lambda$ as the Lagrange multiplier, the KKT conditions are as follows,

$$\frac{\partial N_{m}^2(P_{mj}, A)}{\partial P_{mj}} - \lambda \sum_{j=1}^{n} D_{j}(P_{rj}^*, a_{j}^*, A) = 0, \quad j = 1, ..., n$$

$$\frac{\partial N_{m}^2(P_{mj}A)}{\partial A} - \lambda \sum_{j=1}^{n} D_{j}(P_{rj}^*, a_{j}^*, A) = 0,$$

$$\lambda(P - \sum_{j=1}^{n} D_{j}(P_{rj}^*, a_{j}^*, A)) = 0.$$ 

Therefore, the Stackelberg game equilibrium can be calculated from the solution of Eqs (68)-(70).

### 4.5. Solution algorithm

The previous analysis for all scenarios can be summarized using the steps of the following algorithm to find the equilibrium point of the Stackelberg game model.

**Algorithm**

**Step1:** Calculate the manufacturer’s decision variables with respect to retailers’ best response functions.

**Step2:** Based on the optimal manufacturer’s decision variables, obtained from step1, calculate the optimal retailers’ best response functions.

**Step3:** Consider the results of step1 and step2, calculate the net profit of the manufacturer and the retailers.

### 5. Numerical example

In order to demonstrate the implementations of the proposed method of this paper and analyze the results of our methodology we use a numerical example. The purpose of this numerical example is to demonstrate the results of the proposed Stackelberg game and its solution algorithm and to present meaningful managerial insights from studying different scenarios. For this purpose, we have selected a Cobb–Douglas demand function to specify and validate our proposed models.

A Cobb–Douglas function is defined as $f = \prod_{i=1}^{n} x_{i}^{\varepsilon_{i}}$. It explains the relationship between an output ($f$) and substitutable inputs ($x_{i}$) with given elasticity parameters $\varepsilon_{i}, \ i=1, ..., n$. It was introduced by Knut Wicksell (1851–1926), and tested against statistical evidence by Cobb and Douglas (1928). In this paper, the product demand of retailer $j, D_{j}(P_{rj}, a_{j}, A)$ for $j=1, ..., n$ is dependent on its retail price ($P_{rj}$), the manufacturer’s advertising investment ($A$), and the retailer $i$’s advertising investment ($a_{j}$) where their relationship can be well introduced by the Cobb–Douglas demand function as:
where $K_j$ is a positive constant representing the market scale of retailer $j$; $\alpha_j$, $\beta_j$, and $\rho_j$ represent the elasticity parameters of $a_j$, $A$, and $P_{rj}$ (Yu et al., 2009). Because $D_j(P_{rj}, a_j, A)$ is a non-decreasing and concave function of $a_j$, then we have,

$$
\frac{\partial D_j(p_{rj}, a_j, A)}{\partial a_j} = \alpha_j k_j \frac{a_{j-1}^{\alpha_j-1}P_{rj}^{\beta_j}}{p_{rj}^{\rho_j}} > 0,
$$

$$
\frac{\partial^2 D_j(p_{rj}, a_j, A)}{\partial a_j^2} = \alpha_j (\alpha_j - 1) k_j \frac{a_{j-1}^{\alpha_j-2}A^{\beta_j}P_{rj}^{\rho_j}}{p_{rj}^{2\rho_j}} < 0,
$$

which means $0 < \alpha_j < 1$. Similarly, we can get $0 < \beta_j < 1$ and $\rho_j > 0$. Since $P_{rj}$ is positive and based on the optimal value of $P_{rj}$ in all scenarios we can conclude that $\rho_j > 1$.

To set game parameters reasonably, they need to be selected carefully based on investigating suggestions and practices given by other researchers (Lee, So, & Tang, 2000; Woo et al., 2001; Yu et al., 2009), and some properties of the Cobb–Douglas function (70) originally used in supply chain practices. For example, the holding cost per unit finished product at a retailer side must be higher than the manufacturer’s side. The backorder cost per unit product also must be higher than the holding cost per unit product (Lee, So, & Tang, 2000; Woo et al., 2001; Yu et al., 2009). After careful considerations, suitable input parameters of the example are given in Table 1. As an illustration, the case of two retailers is discussed. The unit time is one year and the monetary unit is US dollar. The optimal decisions for the retailers and the manufacturer for all scenarios are presented in Table 2. From the results in Table 2, the manufacturer gains the maximum profit in the first scenario unlike the retailers 1 and 2 whose best scenarios are three and four, respectively. From manufacturer’s point of view, we can understand that having VMI policy and offering uniform pricing is the best strategy, while from retailers’ point of view, the independent periodic inventory policy is the best policy.

6. Sensitivity analysis

Sensitivity analysis has been performed for market-related parameters ($\alpha$, $\beta$, $\lambda$). In this section, we study the effects of each parameter on the manufacturer’s net profit and retailers’ net profit and compare these effects for all scenarios.

**Table 1**

| Input parameters | $\lambda_2$ | $\lambda_1$ | $\beta_2$ | $\beta_1$ | $\alpha_2$ | $\alpha_1$ | $K_2$ | $K_1$ | P | I | $H_m$ | $S_m$ | $C_m$ | $\phi_2$ | $\phi_1$ | $Sr_2$ | $Sr_1$ | $Lr_2$ | $Lr_1$ | N |
|------------------|-------------|-------------|-----------|-----------|------------|------------|-------|-------|---|---|------|------|-----|------|------|-----|-----|---|---|
|                  | 1.4         | 1.3         | 0.39      | 0.39      | 0.41       | 0.43       | 350   | 350   | 50000       | 0.2 | 4     | 200  | 20   | 11   | 10   | 110  | 100  | 520  | 500  | 2 |

**Table 2**

<table>
<thead>
<tr>
<th>Optimal decisions for the retailers and the manufacturer for all scenarios</th>
<th>$P_{rj}$</th>
<th>$a_j(10^6)$</th>
<th>$A(10^6)$</th>
<th>$C$</th>
<th>$b_j$</th>
<th>$D_j$</th>
<th>$N_{pj}(10^6)$</th>
<th>$N_{pm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>74.13</td>
<td>-</td>
<td>364.54</td>
<td>290.94</td>
<td>2.058</td>
<td>0.439</td>
<td>0.807</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>77.48</td>
<td>68.06</td>
<td>379.1</td>
<td>269.7</td>
<td>2.003</td>
<td>0.459</td>
<td>0.799</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>69.74</td>
<td>-</td>
<td>352.6</td>
<td>288.3</td>
<td>2.088</td>
<td>0.44</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>71.63</td>
<td>63.94</td>
<td>361.11</td>
<td>267.63</td>
<td>2.068</td>
<td>0.464</td>
<td>0.807</td>
</tr>
</tbody>
</table>
6.1. Sensitivity analysis of retailers’ advertising elasticity parameters

Let us consider the retailers’ advertising elasticity parameter $\alpha_j$ in $[0.42, 0.46]$. Fig. 2 shows the net profits variations with respect to $\alpha_j$. Fig 2.a shows the changes on the net profit for the manufacturer with respect to the changes on $\alpha_j$ for all scenarios. As previously mentioned, the net profit function is a non-decreasing function of $\alpha_j$. From the Fig 2 we find out that scenario one is the best scenario for $\alpha_j \leq 0.455$ and for $\alpha_j \geq 0.455$, the second scenario is the best one (diagrams A and B). In the other words, the manufacturer always prefers the VMI policy as his/her best inventory strategy because the independent periodic inventory (scenario 3 and 4) has always been less profitable than VMI. Also, when $\alpha_j (\alpha_j \geq 0.455)$ is large enough, he/she prefers different pricing policies to uniform it.

Fig. 2.b and 2.c show the net profit variations for retailer one and two with respect to variations $\alpha_j$ for all scenarios. Like the manufacturer’s net profit function, retailers’ net profit functions are also non-decreasing functions of $\alpha_j$. Fig. 2.b and 2.c, based on $\alpha_j$’s range, offer different scenarios as the best scenario to retailers (diagrams A, B and C). Tables 3 and 4 present the scenarios priority for different values of $\alpha_j$.

![Graph](image_url)
Fig. 2.b: The change on the first net profit for all scenarios

Fig. 2.c: The changes on the second retailer's net profit
Table 3
Different scenario priorities for the first player in different range of $\alpha_j$

<table>
<thead>
<tr>
<th>priority</th>
<th>$\alpha_j \leq 0.421$</th>
<th>$0.421 \leq \alpha_j \leq 0.437$</th>
<th>$0.437 \leq \alpha_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Scenario 3</td>
<td>Scenario 3</td>
<td>Scenario 1</td>
</tr>
<tr>
<td>2</td>
<td>Scenario 4</td>
<td>Scenario 1</td>
<td>Scenario 3</td>
</tr>
<tr>
<td>3</td>
<td>Scenario 1</td>
<td>Scenario 4</td>
<td>Scenario 2</td>
</tr>
<tr>
<td>4</td>
<td>Scenario 2</td>
<td>Scenario 2</td>
<td>Scenario 4</td>
</tr>
</tbody>
</table>

Table 4
Different scenario priorities for the second player in different range of $\alpha_j$

<table>
<thead>
<tr>
<th>priority</th>
<th>$\alpha_j \leq 0.437$</th>
<th>$0.437 \leq \alpha_j \leq 0.447$</th>
<th>$0.447 \leq \alpha_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Scenario 4</td>
<td>Scenario 4</td>
<td>Scenario 2</td>
</tr>
<tr>
<td>2</td>
<td>Scenario 2</td>
<td>Scenario 2</td>
<td>Scenario 4</td>
</tr>
<tr>
<td>3</td>
<td>Scenario 3</td>
<td>Scenario 1</td>
<td>Scenario 1</td>
</tr>
<tr>
<td>4</td>
<td>Scenario 1</td>
<td>Scenario 3</td>
<td>Scenario 3</td>
</tr>
</tbody>
</table>

Based on results of Table 3, the first retailer gets the maximum profit from scenario three and one for $\alpha_j \leq 0.437$ and $\alpha_j \geq 0.437$, respectively. In Table 4, retailer two prefers scenario four on the other scenarios for $\alpha_j \leq 0.447$ and scenario two for $\alpha_j \geq 0.447$. We understand that for retailers, when $\alpha_j$ is small enough, the independent periodic inventory system is preferred to VMI system and when $\alpha_j$ is large enough, VMI system performs better. Generally, VMI seems to be a better policy for the manufacturer and retailers when the level of advertising elasticity is relatively high.

6.2. Sensitivity analysis of the manufacturer’s advertising elasticity parameters

Now, consider the manufacturer’s advertising elasticity parameter $\beta_j$. Like the previous section, we assume that $\beta_j$ is the same for all markets and varies in $[0.38, 0.4]$. Fig. 3 shows the net profits variations with respect to $\beta_j$. From Fig. 3.a, we understand that the manufacturer’s net profit function is a non-decreasing function of $\beta_j$ and scenario one is the best scenario in the range of $[0.38, 0.4]$. Unlike the manufacturer, the best scenario for retailer one is not unique and it varies in the range of $\beta_j$. For $\beta_j \leq 0.398$, the third scenario is the best one and for $\beta_j \geq 0.398$, the first scenario is preferred compared with others (Fig. 3.b). Fig. 3.c suggests scenario four and scenario two to retailer 2 for $\beta_j \leq 0.405$ and $\beta_j \geq 0.405$ as the best scenario, respectively.

6.3. Sensitivity analysis of the retailers’ price elasticity parameters

Variations of manufacturer and retailers’ net profits with respect to the retailers’ price elasticity have shown in Fig. 4 and we assumed that $\lambda_j$ varies in $[1.26, 1.34]$. The manufacturer’s net profit function is a non-increasing function of $\lambda_j$ and scenario one is the best scenario in $\lambda_j \in [1.26, 1.34]$. Retailer one has different choices in the range of $\lambda_j$ as the best scenario. For $\lambda_j \leq 1.295$, scenario two is the best scenario and for $\lambda_j \geq 1.295$, scenario four is preferred to others (Fig. 4.b). Fig. 4.c suggests scenario one and scenario three to retailer 2 for $\lambda_j \leq 1.283$ and $\lambda_j \geq 1.283$ as best scenario, respectively.
Fig. 3.a: The changes on manufacturer’s net profit for all scenarios with respect to $\beta_j$

Fig. 3.b: The changes on the first retailer's net profit for all scenarios with respect to $\beta_j$

Fig. 3.c: The changes on the second retailer's net profit for all scenarios with respect to $\beta_j$
7. Conclusion

In this paper, we have presented an optimal pricing and lot sizing model in a two echelon supply chain with one producer and multiple retailers. The proposed model of this paper has been studied under four different scenarios combined with a Stackelberg game. The proposed model of the paper has been also analyzed using a general demand function and for some special cases, Cobb-Douglas function was used. Finally, the proposed model of this paper has been solved numerically and some managerial implications have been derived. The preliminary results of the implementation of the proposed model of this paper indicate that some small change on the input parameters could change the optimal scenarios. In other word, the VMI may not lead us to an optimal policy and everything depends on decision maker's financial interest. The idea of this paper to combine the Stackelberg game with two levels supply chain could be extended for more complicated situations such multi producer and leave it for interested readers as future research.

Fig. 4.a: The changes on the manufacturer’s net profit for all scenarios with respect to $\lambda_j$

Fig. 4.b: The changes on the first retailer’s net profit for all scenarios with respect to $\lambda_j$
Fig.4.d: The changes on the second retailer’s net profit for all scenarios with respect to $\lambda_j$.
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