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 In this research, the goal was to improve diabetes prediction by combining Multilayer Perceptron 
Neural Network (MLPNN) with Memetic Algorithm (MA) and Arithmetic Optimization Algorithm 
(AOA). The method suggested used a preprocessing step to choose a representative subset of attrib-
utes from the initial set. Next, the method suggested utilized a combination of the MA and AOA 
algorithms to optimize feature selection, resulting in a refined dataset that served as input for the 
Neural Network. Ultimately, the suggested approach utilized the multilayer perceptron neural net-
work (MLPNN) to train the network with hidden layer neurons. The experimental findings indicated 
a 95% high accuracy rate was achieved. Machine learning classifiers achieved better accuracy com-
pared to classifiers in previous studies, with Decision Tree and Logistic Regression classifiers each 
reaching 93.57% and 93.33% accuracy, respectively.  
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1. Introduction 
 
Due to the huge growth of current technology, a large amount of data is generated, especially in the medical field (Turnbull et al., 
2004). This data can include the patients’ information, labs, imaging studies, and diseases. That is why these data need to be 
collected, sorted, classified, and analyzed. The process of classification is considered as one of the most important parts, which is 
difficult when the data being processed has many dimensions; this is where the role of machine learning comes in by mining the 
data. Approximately (422) million individuals globally are diagnosed with diabetes, with the majority residing in low-income 
nations, and diabetes directly leads to (1.6) million deaths annually. The number of individuals with diabetes grew from (108) 
million in (1980) to (422) million in (2014). From 2000 to 2016, there was a 5% rise in premature death due to diabetes. The 
occurrence of diabetes and the number of cases have both been on the rise in recent decades. In Jordan, diabetes affects (12.9%) 
of males and (13.5%) of females, and is responsible for (7%) of all fatalities. Data extraction should be done through a specific 
method while taking into consideration the precise features needed from the dataset. The benefit of data selection is to improve 
prediction and classification while at the same reducing the volume of the given data. Many risk factors contribute to the devel-
opment of Diabetes Mellitus (DM) including obesity, family history, race or ethnicity, or age. The mined medical data will be 
used by healthcare professionals to reach diagnostic decisions which will eventually contribute to lowering the overall mortality 
rate. The mortality rate caused by DM can be reduced by using preventative countermeasures including lifestyle modifications, 
dietary changes, and exercise for instance (Al-Hawamdeh, & Alshaer, 2022). There are a lot of studies related to the development 
of the Machine Learning (ML) methods which focus on the prediction and early diagnosis of DM. However, many improvements 
need to be done to increase the prediction accuracy most of which previously focused only on feature preprocessing. In this study, 
a benchmark dataset from the UCI repository will be used. To realize the highest accuracy, the dataset will undergo preprocessing 
which will determine the features needed to achieve the most accurate prediction. This can be done by developing a hybrid algo-
rithm consisting of a multi-layer perception neural network with backpropagation (MLP) neural network (NN) with Memetic 
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algorithm (MA) (Jaradat et al., 2018) and Arithmetic Optimization Algorithm (AOA) (Abualigah et al., 2021) can be adapted for 
features selection problem within the prediction model. Such adaptation results in MLPNN-MA and MLPNN-AOA to filter irrel-
evant features, discover the most accurate features, via data ranking and correlation, and thus enhance the prediction model’s 
accuracy. 

With the main objective of the suggested research in mind, the following interconnected research inquiries will shape the study's 
structure: 

1. How do the proposed model (MA) and (AOA) help to select the most pertinent features? 
2. How does the proposed model help get rid of the problems of overfitting and underfitting in the prediction model for 

DM?    
3. How do the MA and AOA affect the accuracy of MLPNN for the DM prediction model? 

Drawing from the research inquiries, the aims of this investigation are outlined as follows: 

 To develop algorithms that combine a multi-layer perceptron neural network and backpropagation (MLP) neural network 
(NN) with two optimization algorithms, MA and AOA, to preprocess the dataset and determine which features have the 
greatest impact on DM classification between these algorithms, and use it to predict the presence or absence of diabetes. 

 To utilize the MLPNN-MA and MLPNN-AOA algorithms to discard the problem of overfitting and underfitting the DM 
prediction model. 

 To evaluate the MLPNN-MA and MLPNN-AOA algorithms by many measurement tools to choose which one is more 
accurate than the other in the classification task. 

Making a diagnosis, predicting a prognosis, applying a treatment plan, and preventing disease are the cornerstones that constitute 
what the medical field is all about. Therefore, compelling results can be produced using ML techniques in the medical field which 
will significantly help reduce the cost of diagnostic tests (Alzubi et al., 2016). Develop algorithms consisting of a multi-layer 
perception neural network and backpropagation (MLP) neural network (NN) with two optimization algorithms named MA and 
AOA to preprocess the dataset and determine which features have the biggest effect between these algorithms by which one has 
high accuracy, and use it on the prediction of presence or absence of diabetes. In the proposed model, an MLP neural network 
(NN) with MA and AOA will process the given data and select the basic attributes that can affect the accuracy of the DM prediction 
model.    

2. Literature review  

Diabetes mellitus is a highly risky illness that has no cure. If the person is impacted by this illness, it will be a lifelong condition. 
Additionally, an excess of glucose in the bloodstream can lead to health issues. The widely recognized forms of diabetes mellitus 
include: a) type 1 diabetes mellitus; b) type 2 diabetes mellitus, and c) gestational diabetes (Rajeswari & Prabhu, 2019). The sheer 
amount of research done in this field presents two main obstacles for researchers and developers aiming to construct models for 
forecasting type 2 diabetes. Initially, there was notable diversity in the machine learning (ML) methodologies employed in earlier 
research, making it challenging to identify the most effective one. Secondly, the lack of clarity on the processes utilized to train 
models hinders their interpretability, a crucial aspect for medical professionals. (Fregoso-Aparicio et al., 2021). The emergence 
of artificial intelligence and related technologies has led to the application of computational methods in real-time detection models 
across various fields. The complexity of learning new methods that can enhance existing methods has been greatly reduced with 
the utilization of data mining, deep learning, machine learning, and computer vision technologies (Sharma & Shah, 2021). Ma-
chine Learning is a division of AI where the machine tries to forecast a result using certain data and past outcomes. There exist 
two categories of ML. Supervised learning involves data serving as a teacher to form the model around the dataset. Unsupervised 
learning is the second type, where data is self-trained to identify and categorize patterns within the dataset. (Saxena et al., 2022). 
Classification is typically necessary for organizing the large amount of business and health data sets. Classification is a type of 
data mining that organizes items in a group into specific categories. Achieving the anticipated level of accuracy involves catego-
rizing the data sets of individuals with diabetes (Abu-Alaish et al., 2021). For instance, SVM, J48, Naive Bayes, Logistic Regres-
sion (LR), Decision Tree (DT), artificial neural network (ANN), and so on are more effective in diagnosing different illnesses 
(Rajeswari & Prabhu, 2019). 

The primary goal is to categorize the data as either diabetic or non-diabetic and enhance classification accuracy. The focus of 
machine learning in diabetes diagnosis is primarily on analyzing patterns within the diabetes dataset that will be supplied. Machine 
learning has continuously advanced as a trusted and supportive technology in healthcare recently (Saxena et al., 2022). Choosing 
the right features and classifier is the key challenge in the ML approach (Khanam & Foo, 2021). 

2.1 Diabetes Prediction using Classical Machine Learning 
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Multiple studies and research have focused on improving diabetes prediction through traditional machine learning techniques. 
This segment introduces the latest research focusing on diabetes prediction using classical ML methods like KNN, RF, and SVM. 
In the same setting, in the study by Jaggi et al. (2021), they introduced a model designed to recommend an expert system capable 
of accurately predicting if a patient does/does not have diabetes. The suggested approach involved the application of an artificial 
neural network (ANN) with six dense layers. The findings indicated that the model had an accuracy rate of (77 %) in its predictions. 
The researchers determined that the utilized model is very effective and dependable. In the research by Darabi and Tarokh (2018), 
a model was suggested to assess the likelihood of developing diabetes mellitus using data from lab tests, lifestyle, and family 
background, utilizing machine learning algorithms. The study tested eight different ML algorithms: LR, Nearest Neighbor, Deci-
sion Tree (DT), RF, SVM, Naive Bayesian, KNN, and Gradient Boosting. The findings indicated that the model utilizing the 
gradient boosting algorithm exhibited the highest level of performance, achieving a prediction accuracy of 95.50%. It was deter-
mined that this model is suitable for diagnosing diabetes. Table 1 displays a comparison of prior research including the methods, 
dataset, and accuracy achieved in each study. 

Table 1  
Research summary of Diabetes prediction using ML techniques 

Authors  Methods  Dataset Accuracy 
Mujumdar & Vaidehi (2019) SVM, RF, DT, Extra Tree Classi-

fier, Ada Boost, Perceptron, Lin-
ear Discriminant Analysis algo-
rithm, LR, KNN, GNB, Bagging, 
Gradient Boost 

Collected dataset AdaBoost = 98.8 % 
Gradient Boost = 98.1 % 

Jian et al. (2021) LR, SVM, decision tree, RF, 
AdaBoost, and XGBoost. 

Rashid Center for Diabetes and Re-
search 

ACU= 90.7 % 

Alanazi & Mezher (2020) SVM 
RF 

Security Force Primary Health Care SVM = 97 % 
RF = 98 % 

Jaggi et al. (2021) ANN Collected dataset  ACU= 77%   
Khaleel & Al-Bakry (2023) 
Gupta & Goel (2023) 
Gowthami et al. (2024) 
Wee et al. (2024) 

A variety of ML and deep learn-
ing techniques 

Totally different datasets other than 
UCI’s collected from various medi-
cal sources 

Highly accurate with brief descrip-
tion and experimental settings 

 

2.2 Diabetes Prediction using MLP Neural Network 
 

Several studies aimed to enhance the prediction of the diabetes disease using MLPNN. Table (2.2) shows a comparison between 
previous studies that contains each of the methods used, dataset, and the accuracy reached for each study. In this section, we tried 
to show the most common methods used for diabetes disease prediction, and how they have used the different classical machine 
learning methods and the Multilayer Perceptron Neural Network. Table 1 reports a comparative study of the different classical 
machine learning methods and techniques that are used in general for diabetes disease prediction.  

Table 2  
Research summary of Diabetes prediction using MLP neural networks  

Authors  Methods  Dataset Accuracy 
Bani-Salameh et al. (2021) MLP Collected dataset 77.6% 
Mohapatra et al. (2019) MLP Pima Indian Diabetes 

(PID) 
77.5% 

Verma et al., (2020) MLP PID 82%  
Karthiga et al. (2020) LR, DT, RF, KNN and 

ANN – 
MLP 

PID MLP = 86%  
LR = 78 % 
DT = 78 % 

Theerthagiri (2021) KNN, DT, Naive Bayes, 
Extra Trees,  
Radial Basis Function, 
MLP  

PID KNN = 71.7% 
DT = 66.8% 
Naive Bayes = 77.2% 
Extra Trees = 72.4% 
Radial Basis Function = 68.2% 
MLP = 80.6% 

Bukhari et al. (2021) ABP-SCGNN PID ABP-SCGNN (Training)= 94.3% 
ABP-SCGNN (Validation)= 92.7% 

 

Table 2 reports the different methods and techniques used in the Multilayer Perceptron Neural Network. A different method for 
diabetes disease prediction has been used with the different datasets, and we can observe the differences in results between them. 
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In this research, the new method attempted to create a fresh approach to improve the prediction of diabetes disease. This method 
aims to improve the efficiency and accuracy of predicting diabetes by utilizing the Memetic algorithm (MA) and the Arithmetic 
Optimization Algorithm (AOA) for feature selection. 

3. Research methodology (MLP-AMA) 

This part introduces the method suggested for predicting diabetes with the Multilayer Perceptron Neural Network (MLPNN) 
optimized by combining the Memetic algorithm (MA) and Arithmetic Optimization Algorithm (AOA) for feature selection. The 
initial step in the suggested approach involves gathering important features for diabetes prediction to compile the raw dataset. In 
the following stage, the suggested approach applied preprocessing on the raw data to choose a relevant subset of features from the 
initial set of attributes. During this stage, the method being proposed made use of the Correlation-based Feature Selection method, 
Principal Component Analysis, Information Gain Ratio based feature selection, and the Minimum Redundancy Maximum Rele-
vance. The goal of this phase is to create a set that accurately represents the data by selecting only the significant and crucial 
attributes from the original dataset. In the following stage, the suggested technique employed a combination method to enhance 
feature selection by alternating between the MA and AOA algorithms. This stage produces an improved dataset that will be used 
as the input for the Neural Network in the upcoming step. In the end, the method employed MLP neural networks for training by 
utilizing hidden layer neurons. 

3.1 Overall Structure 

Fig. 1 displays the structure and overall framework of the suggested approach: 

 

Fig. 1. General framework 

Generally, the proposed method contains several phases including raw dataset, dataset preprocessing, features selection, refined 
dataset, MLPNN, and evaluation measurements. 
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3.1.1 Dataset  
 

In this research, the method suggested utilized a dataset from 130 US hospitals for the years 1999-2008 focusing on diabetes. The 
dataset includes a span of (10) years from 1999 to 2008, capturing clinical care at (130) US hospitals and integrated delivery 
networks. The dataset contains more than (50) characteristics that reflect patient and hospital results. The data includes patient ID, 
ethnicity, sex, age, admission method, length of hospital stay, admitting physician's specialty, number of lab tests, HbA1c result, 
diagnosis, number of medications, diabetic meds, previous year's outpatient, inpatient, and emergency visits, etc. Table 3 provides 
an overview of the dataset used. 

Table 3  
Dataset Description 

Data Set Characteristics Multivariate 
Number of Instances 100000 
Area Life 
Attribute Characteristics Integer 
Number of Attributes 55 
Date Donated 2014-05-03 
Associated Tasks Classification, Clustering 
Missing Values? Yes 
Number of Web Hits 395505 

 

In the proposed method, we modified the values for the dataset before we used it. The modification process aims to convert the 
string values to an integer to be more compatible with MATLAB. It is used for extracting features from the original dataset, then 
it is used for building the classifier model for testing the results. 

3.1.2   Dataset Preprocessing 
 

Dataset preprocessing involves implementing methods to simplify the dataset by removing irrelevant values and unnecessary 
attributes, ultimately reducing its complexity (Hamid et al. 2016). This study focuses on the dataset preprocessing stage, which 
involves choosing all relevant and suitable attribute sets from the raw attributes or raw dataset (specifically the US hospitals 
dataset). The dataset's representative set works by retaining important attributes while removing any irrelevant ones. In this re-
search, the prediction model utilized the Information Gain Ratio (IGR) feature selection method to choose relevant data processing 
features from the original dataset, making data visualization and understanding easier. IGR is utilized to divide the distribution of 
attribute patterns into categories, with the attribute's gain ratio decreasing as the split information value rises. 

3.1.3    Features Selection 
 

In this phase, the proposed method used each of the MA and AOA algorithms as a features selection method. This phase aims to 
build a refined dataset that contains the most effective attributes from the raw dataset. For implementing the hybrid approach 
between the AOA and MA algorithms, the proposed method used the MA algorithm as a fitness function for the AOA algorithm. 
The MA algorithm is an evolutionary algorithm that employs local search instead of global search algorithms. Metaheuristic 
algorithms (MAs) use local search methods to improve individuals in an evolutionary way. By merging global and local searches, 
we achieve a global optimization procedure. Therefore, an effective algorithm is necessary for optimal routing (Ramadan et al., 
2018). The refined dataset resulting from this stage will serve as the input data for the MLPNN phase. 

3.1.4 Multilayer Perceptron Neural Network 
 

A Multi-layer Perceptron (MLP) is the term used for a fully connected neural network according to Janke et al. in 2019. The MLP 
algorithm is an addition to and type of feed-forward neural network (Gumbarević et al., 2020). It consists of three types of layers: 
input layer, output layer, and hidden layer. The input layer is busy receiving the input signal for processing. The output layer 
carries out tasks like prediction and classification as stated by Al-Saif et al. (2021). The real computational power of the MLP lies 
in having a random number of hidden layers situated between the input and output layers. Just like in a feed-forward network 
within a multi-layer perceptron, the information moves forward from the input to the output layer. The back propagation learning 
algorithm is used to train the neurons in the MLP. MLPs are created to estimate any continuous function and have the ability to 
address issues that are not linearly separable (Saha et al., 2021). MLP is primarily used for pattern classification, recognition, 
prediction, and approximation. 
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3.1.5   Evaluation Measurements 
 

For data analysis and interpretation, and the well-known error indexing measurements are used for evaluation for the proposed 
prediction model. 

3.1.5.1    Error Indexing Measurements 
 

Calculation of error percentage among various methods is the main focus of error indexing measurements, utilizing Mean absolute 
error (MAE), Mean relative error (MRE), Mean square error (MSE), and Mean square percentage error (MSPE) as outlined by 
Xiong et al. (2019). Eq. (1) computes the Mean absolute error (MAE), which primarily shows the average absolute difference 
between the actual value (classification in the dataset) and the forecasted value (results from system methods). 

𝑀𝐴𝐸 =
1

𝑁
 |𝑌𝑟𝑒𝑎𝑙 −  𝑌scenario|         

(1) 

Eq. (2) is used to determine the Mean relative error (MRE). MRE is employed to evaluate how much the predicted value differs 
from the actual value. The smaller the value is, the less the difference between the predicted value (system methods results) and 
the actual value (dataset classification), resulting in a better classification effect. 

𝑀𝑅𝐸 =
1

𝑁
{

|𝑌𝑟𝑒𝑎𝑙 −  𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡|

𝑌𝑟𝑒𝑎𝑙 
} × 100%         

(2) 

Eq. (3) is applied for determining the Mean Square Error (MSE), which represents the distribution of errors. The error distribution 
will be more concentrated and the classification effect will be better when the value of the error is smaller. 

𝑀𝑆𝐸 =
1

𝑁
 (𝑌𝑟𝑒𝑎𝑙 −  𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡)ଶ        

(3) 

In conclusion, Eq. (4) is employed to compute the Mean Square Percentage Error (MSPE), which indicates the error distribution 
and the difference between the predicted and actual values to some degree. 

𝑀𝑆𝑃𝐸 =
1

𝑁
{(

𝑌𝑟𝑒𝑎𝑙 −  𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡

𝑌𝑟𝑒𝑎𝑙 
)ଶ} × 100%         

(4) 

3.1.5.2 Accuracy Analysis 
 

The purpose of the accuracy analysis phase is to utilize ML methods to determine the accuracy and error rates of the chosen 
features in the improved dataset. This is to assess the reliability of the prediction model by analyzing the outcomes from the 
confusion matrix. Essentially, the goal of the prediction model is to create a confusion matrix through the testing of results with 
machine learning methods. Each of these methods will produce their own confusion matrix showing correct classifications, incor-
rect classifications, accuracy rates, and error rates. Prior to beginning, it is necessary to change the format of the data results file 
from Excel to CSV in order to work with the prediction model developed on the MATLAB platform. The confusion matrix is a 
common tool for evaluating a classifier's performance on test data with known true values. The confusion matrix is easy to com-
prehend, but the associated vocabulary may be perplexing. The accuracy measures are taken from (Markoulidakis et al., 2021), 
and can be described in the following way. The ensuing details the top measurement commonly used for creating the confusion 
matrix: 

 The precision value (Pr) or known as the Positive Predictive value, is the ratio of correctly classified wrong flows (TP), 
in front of all the classified flows (TP+CF). 
 

Pr =
𝑇𝑃

𝑇𝑃 + 𝐶𝐹
                                                      

(5) 

 Recall (Rc), is the ratio of correctly classified wrong flows (TP), in front of all generated flows for all experiments 
(TP+FN). 

Rc =
𝑇𝑃

𝑇𝑃 +  𝐹𝑛
                                                      

(6) 
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 F-Measure (F1), is a hybrid combination of the Pr and Rc into one measure. 
 

F1 =
2

ଵ


+

ଵ

ோ

                                                      
(7) 

 The accuracy or percentage of correct classification (PCC), can be calculated using the formula below: 
 

PCC =
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                      

(8) 

 Sensitivity is the (Number of true positive assessments)/ (Number of all positive assessments) (Zhu et al., 2010): 
 

Sensitivity =
𝑇𝑃

𝑇𝑃 +  𝐹𝑛
                                                      

(9) 

 The Specificity is the (Number of true negative assessments)/ (Number of all negative assessments) (Zhu et al., 2010): 
 

Specificity =
𝑇𝑁

𝑇𝑁 +  𝐹𝑃
                                                      

(10) 

TP represents samples correctly classified as true, TN represents samples correctly classified as false, FP represents falsely clas-
sified samples as false, and FN represents falsely classified samples as true. Through experimental analysis, the prediction model 
under consideration utilizes a validation approach involving both training and testing sets. The training set comprises 70% of the 
data, while the testing set consists of 30% of the total data. 

4. Results and analysis 

This part showcases the outcomes of the suggested approach, with the outcomes categorized into three sections. In the initial part, 
the outcomes of the experiment with different MLP, AOA, and MA algorithms were analyzed based on the MATLAB results. 
The outcomes of the suggested prediction model are included in the second section. Ultimately, the concluding part presents the 
findings of the proposed method compared to another research. 

4.1 Testing and trials 

The experiment outcomes for the suggested approach are presented here, employing the Multi-Layer Perceptron (MLP) algorithm 
with multiple neurons and epochs at each layer based on the mean square error. In order to conduct the tests, we utilized five 
experiments (Exp_1, Exp_2, Exp_3, Exp_4, and Exp_5). 400 instances were trained in each experiment. Table 4 displays various 
experiment characteristics that impact the creation of the refined dataset and training of the network. 

Table 4  
Experiments Attributes 

 Exp_1 Exp_2 Exp_3 Exp_4 Exp_5 
Search Number 20 40 40 40 100 

Iteration 5 10 40 40 100 
Max Iteration 20 40 40 40 100 

Epochs 10 20 40 80 80 
Hidden Neurons 10 20 40 80 80 

 

The performance of the AOA and MA algorithms is directly influenced by the search numbers, iterations, and maximum iterations. 
The goal is to determine the best values for selecting top features from the initial dataset in order to construct the enhanced dataset. 
Alternatively, both the epochs and the number of hidden layers have an impact on the performance of the MLP algorithm. The 
purpose is to discover the best values for predicting diabetes disease. 

4.1 Findings from the Experiment 

In this part, we will outline the outcomes for each individual experiment, including the training error percentage, execution time, 
and accuracy rates. 
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4.1.1 Trial (1) 

The initial characteristics were followed in the first trial as demonstrated in Table (4.1). The findings of the initial experiment are 
displayed in Table 5. 

Table 5  
Experiment_1 Initial Results 

MSE 0.2476 % 
MSPE 0.0012 % 
Execution Time for Data Processing  5.0573  
Execution Time for Hybrid algorithms (AOA, MA) 46.4817 
Execution Time for MLP algorithm 9.6788 

 

According to Table 5, we can notice the different results for the first experiment, where the MSE reached (0.2476 %), while the 
MSPE reached (0.0012 %). For the executions time, the data processing needs the lowest time reached (5.0573)  millisecond, with 
(9.6788) millisecond for the MLP algorithm, but the hybrid between each of the AOA and MA needs the most of the time that 
reached (46.4817) millisecond. For the prediction results, Table 6 shows the true and false predictions for the (400) instances 
based on the first experiment: 

Table 6  
Experiment_1 Prediction Results 

TRUE Prediction  364 
FALSE Prediction 36 
Accuracy  91 % 

 

According to Table 6, the true prediction for (400) instances in the first experiment reached (364) instances, with (36) instances 
as a false prediction. The overall accuracy rate reached (91 %) for the first experiment. 

4.1.1 Experiment (2) 
 

The second experiment worked according to the initial attributes as shown in Table 5. Table 7 shows the results of the second 
experiment: 

Table 7  
Experiment_2 Initial Results 

MSE 0.1726 
MSPE 0.001 
Execution Time for Data Processing  5.7879 
Execution Time for Hybrid algorithms (AOA, MA) 92.2675 
Execution Time for MLP algorithm 9.8868 

 

According to Table 7, we can notice the different results for the second experiment, where the MSE reached (0.1726 %), while 
the MSPE reached (0.001 %). For the executions time, the data processing needs the lowest time reached (5.7879)  millisecond, 
with (9.8868) millisecond for the MLP algorithm, but the hybrid between each of the AOA and MA needs most of the time that 
reached (92.2675) millisecond. For the prediction results, Table 8 shows the true and false predictions for the (400) instances 
based on the second experiment: 

Table 8  
Experiment_2 Prediction Results 

TRUE Prediction  371 
FALSE Prediction 28 
Accuracy  93 % 

 

According to Table 8, the true prediction for (400) instances in the second experiment reached (371) instances, with (28) instances 
as a false prediction. The overall accuracy rate reached (93 %) for the second experiment. 
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4.1.2 Experiment (3) 
 

The third experiment worked according to the initial attributes as shown in Table 5. Table 9 shows the results of the third experi-
ment: 

Table 9  
Experiment_3 Initial Results 

MSE 0.1265 
MSPE 8.9136 
Execution Time for Data Processing  5.4483 
Execution Time for Hybrid algorithms (AOA, MA) 104.9378 
Execution Time for MLP algorithm 11.5949 

 

According to Table 9, we can notice the different results for the third experiment, where the MSE reached (0.1265 %), while the 
MSPE reached (8.9136 %). For the executions time, the data processing needs the lowest time reached (5.4483)  millisecond, with 
(11.5949) millisecond for the MLP algorithm, but the hybrid between each of the AOA and MA needs the most of the time that 
reached (104.9378) millisecond. For the prediction results, Table 10 shows the true and false predictions for the (400) instances 
based on the third experiment: 

Table 10  
Experiment_3 Prediction Results 

TRUE Prediction  364 
FALSE Prediction 36 
Accuracy  91 % 

 

According to Table 9, the true prediction for (400) instances in the third experiment reached (364) instances, with (36) instances 
as a false prediction. The overall accuracy rate reached (91 %) for the third experiment. 

4.1.3 Experiment (4) 
 

The fourth experiment worked according to the initial attributes as shown in Table 5. Table 11 shows the results of the fourth 
experiment: 

Table 11  
Experiment_4 Initial Results 

MSE 0.0994 
MSPE 7.9015 
Execution Time for Data Processing  6.2579 
Execution Time for Hybrid algorithms (AOA, MA) 105.1819 
Execution Time for MLP algorithm 11.8501 

 

According to Table 11, we can notice the different results for the fourth experiment, where the MSE reached (0.0994 %), while 
the MSPE reached (7.9015 %). For the executions time, the data processing needs the lowest time reached (6.2579)  millisecond, 
with (11.8501) millisecond for the MLP algorithm, but the hybrid between each of the AOA and MA needs the most of the time 
that reached (105.1819) millisecond. For the prediction results, Table 12 shows the true and false predictions for the (400) instances 
based on the fourth experiment: 

Table 12  
Experiment_4 Prediction Results 

TRUE Prediction  366 
FALSE Prediction 34 
Accuracy  92 % 

 

According to Table 12, the true prediction for (400) instances in the fourth experiment reached (366) instances, with (34) instances 
as a false prediction. The overall accuracy rate reached (92 %) for the fourth experiment. 
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4.1.4    Experiment (5) 
 

The fifth experiment worked according to the initial attributes as shown in Table 5. Table 13 shows the results of the fifth exper-
iment: 

Table 13  
Experiment_5 Initial Results 

MSE 0.1113 
MSPE 8.3609 
Execution Time for Data Processing  5.738 
Execution Time for Hybrid algorithms (AOA, MA) 245.2663 
Execution Time for MLP algorithm 10.7953 

 

According to Table 13, we can notice the different results for the fifth experiment, where the MSE reached (0.1113 %), while the 
MSPE reached (8.3609 %). For the executions time, the data processing needs the lowest time reached (5.738)  millisecond, with 
(10.7953) millisecond for the MLP algorithm, but the hybrid between each of the AOA and MA needs the most of the time that 
reached (245.2663) millisecond. For the prediction results, Table 14 shows the true and false predictions for the (400) instances 
based on the fifth experiment: 

Table 14  
Experiment_5 Prediction Results 

TRUE Prediction  378 
FALSE Prediction 22 
Accuracy  95 % 

 

According to Table 14, the true prediction for (400) instances in the fifth experiment reached (378) instances, with (22) instances 
as a false prediction. The overall accuracy rate reached (95 %) for the fifth experiment. 

4.2 Comparing Experiment Results 
 

In this section, we will present the results for all experiments and compare them, which contain the error percentage for training, 
the run time executions, and the accuracy rates. Fig. 2 shows the comparing results for all experiments according to the MSE 
results: 

  
Fig. 2. Comparing MSE results Fig. 3. Comparing MSPE results 

 

According to Fig. 2, we can notice that the first experiment has a high MSE compared to other experiments, where it reached 
(0.2476 %). While the fourth experiment has a low MSE compared to other experiments, where it reached (0.0994 %). Fig. 3 
shows the comparing results for all experiments according to the MSPE results: 
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We can notice that the first and second experiments have a high MSPE compared to other experiments because of the initial 
attributes (the number of iterations), where it reached (0.0012 %) for the first experiment, with (0.001 %) for the second experi-
ment. Fig. 4 shows the comparing results for the run time for each of the data processing, hybrid algorithms execution (AOA, 
MA), and the MLP algorithm execution: 

  

Fig. 4. Comparing Executions Times Fig. 5. Comparing Final Accuracy 

According to Fig. 4, we can notice that the fifth experiment has a high run time for the execution of the hybrid algorithm (AOA, 
MA), because of each of the search numbers, iteration numbers, and the max iteration numbers. Finally, Fig. 5 shows the compar-
ing results for the final accuracy rates for all experiments. According to Fig. 5, we can notice that the fifth experiment has a high 
accuracy compared to other experiments, where it reached (95 %). 

4.3 Prediction Model’s Results 
 

The suggested forecasting model produces a confusion matrix detailing correct classifications, misclassifications, accuracy, and 
error. The suggested model includes four classifiers and metrics that aim to evaluate the effectiveness and precision of the proposed 
technique. Each classifier produces a confusion matrix file using the scorer node, with each matrix based on various measures 
outlined in Table 15. 

Table 15   
Confusion Matrix of four classifiers 

Classifier  Correct Classified    Wrong Classified    Accuracy Error  
SVM 541 59 90.167 % 9.833 % 

Decision Tree 588 42 93.571 % 6.429 % 
Logistic Regression 560 40 93.333 % 6.667 % 

Naive Bayes 552 48 92.857 % 7.143 % 

 

Based on Table 15, the outcomes for the four classifiers closely resemble the ultimate results for the suggested approach as de-
picted in Fig. 5, with SVM achieving an accuracy of 90.167% and an error rate of 9.833%. The accuracy of the Naive Bayes 
classifier was 92.857% with an error rate of 7.143%, while the Logistic Regression classifiers achieved an accuracy of 93.333% 
with an error rate of 6.667%. Eventually, the Decision Tree classifier achieved an accuracy rate of 93.571% with a minimum error 
rate of 6.429%. 

4.4   Comparing Results 
 

In this section, we compared the final results of the proposed approach with other studies that used the MLP algorithm for diabetes 
prediction. Table 16 shows the collecting models and classifiers for all previous studies with the proposed method results for our 
study: 
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Table 16   
Comparing Results   

Study Measurements   Accuracy 
(Mohapatra et al., 2019) MLP 77.50 % 

(Verma et al., 2020) MLP 82.00 % 
(Karthiga et al., 2020) MLP 86.00 % 

(Bani-Salameh et al., 2021) KNN 68.40 % 
(Bani-Salameh et al., 2021) SVM 66.60 % 
(Bani-Salameh et al., 2021) MLP 71.90 % 

(Theerthagiri, 2021) MLP 81.00 % 
(Bukhari et al., 2021) ABP-SCGNN 93.00 % 

MLP-AMA SVM 90.16 % 
MLP-AMA Decision Tree 93.57 % 
MLP-AMA Logistic Regression 93.33 % 
MLP-AMA Naive Bayes 92.85 % 

 

According to the Table 16, we can notice the preference for the proposed method accuracy compared to other studies, each of the 
Decision Tree, and Logistic Regression classifiers reached a higher accuracy compared to all classifiers in other studies, where 
the accuracy reached for both of classifiers respectively (93.57 %), and (93.33 %). 

5. Conclusions and Future Works 
 

Diabetes mellitus is an extremely serious illness that is incurable. If this illness impacts the person, it will be lifelong. Researchers 
and developers face two main challenges in building models to predict type 2 diabetes due to the high number of studies conducted 
in this field. Initially, there was a notable diversity in the machine learning (ML) techniques utilized in earlier research, posing 
challenges in identifying the best approach. Secondly, there is a lack of transparency in the algorithms used to train models, 
diminishing their interpretability. This study aimed to improve diabetes prediction by using an MLPNN with optimization algo-
rithms for feature selection through a hybrid approach combining MA and AOA. The initial stage of the suggested approach is to 
gather significant features for predicting diabetes in order to gather the raw dataset. In the following stage, the method suggested 
utilized preprocessing on the raw dataset to choose a distinct collection of attributes from the original set of attributes. During this 
stage, the suggested technique applied IGR to select features, which is crucial for generating a set that accurately represents the 
data by including only significant attributes. In the following stage, the method proposed employed a hybrid approach to optimize 
feature selection by alternating between the MA and AOA algorithms. This stage produces an improved dataset that will be used 
as the input for the Neural Network in the following step. In the final stage, the suggested approach employed MLPNN to train 
the network with hidden layer neurons. The proposed method's experiments involved employing a group of multiple percep-
trons/neurons and epochs at each layer within the MLP algorithm based on the mean square error. For the experiments, we utilized 
five sets, with each set containing (400) instances for training. The AOA and MA algorithm's performance is directly impacted by 
the search numbers, iterations, and max iterations. The goal is to determine the best values to extract top features from the original 
dataset in order to create the improved dataset. However, both the epochs and the number of hidden layers have an impact on the 
MLP algorithm. The objective is to determine the best values for predicting diabetes. The results of the experiment indicated that 
the initial trial had a significantly higher MSE of 0.2476% in comparison to the other experiments. Although the fourth experiment 
achieved an MSE of 0.0994%, it is lower than the MSE of other experiments. Additionally, the first and second experiments 
demonstrated a high MSPE compared to other experiments due to their initial attributes (number of iterations), with the first 
experiment reaching 0.0012% and the second experiment reaching 0.001%. The fifth experiment shows a long run time for exe-
cuting the hybrid algorithm (AOA, MA) due to the search numbers, iteration numbers, and max iteration numbers. In terms of 
accuracy rate results, the fifth experiment achieved a high accuracy of 95% compared to the other experiments. 

We utilized four classifiers (SVM, Decision Tree, Logistic Regression, and Naive Bayes) from the suggested prediction model 
for the evaluation metrics. These classifiers are evaluating the effectiveness and precision of the suggested approach. The final 
results for the proposed method in Figure (4.4) show that the accuracy of SVM reached 90.167%, with an error rate of 9.833%, 
which is similar to the results of the four classifiers. Next, the Naive Bayes classifier achieved an accuracy rate of 92.857 % and 
an error rate of 7.143 %, whereas the Logistic Regression classifiers had an accuracy rate of 93.333 % and an error rate of 6.667 
%. In the end, the Decision Tree classifier achieved a high accuracy of 93.571% with a minimal error rate of 6.429%. 

At last, we evaluated the outcomes of our proposed method against prior research employing the MLP algorithm for predicting 
diabetes. Based on the comparison results, it is evident that the proposed method is favored for its accuracy over other studies. 
Both Decision Tree and Logistic Regression classifiers achieved higher accuracy rates (93.57% and 93.33% respectively) when 
compared to all other classifiers in previous studies. In terms of future research, it is advised to explore alternative methods for 
predicting diabetes, such as utilizing decision support systems with added dataset attributes. Furthermore, there is an expectation 
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for enhanced system scalability through the latest advancements in the field, allowing for the exploration of new scenarios using 
various algorithms commonly used in the broader domain of artificial intelligence to assess alternative selection options. 
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