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 The Kingdom of Saudi Arabia has witnessed a significant surge in online shopping in recent years, 
fueled by factors like growing internet penetration, smartphone adoption, and government initiatives 
supporting e-commerce growth. This rise in online activity has led to a corresponding increase in 
the utilization of online courier services, playing a crucial role in ensuring timely and efficient de-
livery of goods. In this context, understanding public perception of online courier services becomes 
crucial for businesses to improve their offerings, address customer concerns, and maintain a com-
petitive edge. Social media platforms have emerged as a valuable source of customer feedback and 
user-generated content, offering insights into customer experiences and opinions. This paper pre-
sents a sentiment analysis on online couriers in Saudi Arabia using natural language processing 
techniques combined with Decision Tree and Support Vector Machine (SVM) classifiers of machine 
learning. A dataset on customers’ sentiments was created by a crawling process from X social media. 
Both classifiers perform well, with Decision Tree classifier performs slightly better on accuracy, i.e. 
95.01% compared to 93.60% of the Support Vector Machine. Other metrics support the robustness 
of the classification.  
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1. Introduction 
 
The Kingdom of Saudi Arabia has witnessed a significant surge in online shopping in recent years, fueled by factors like growing 
internet penetration, smartphone adoption, and government initiatives supporting e-commerce growth. This rise in online activity 
has led to a corresponding increase in the utilization of online courier services, playing a crucial role in ensuring timely and 
efficient delivery of goods (Salem et al., 2020; Mordor, 2024). In this context, understanding public perception of online courier 
services becomes crucial for businesses to improve their offerings, address customer concerns, and maintain a competitive edge. 
Social media platforms have emerged as a valuable source of customer feedback and user-generated content, offering insights into 
customer experiences and opinions (Zhang et al., 2022). From the perspective of business, Saudi Arabia has specific landscape 
where online courier service market is experiencing rapid growth, with positive competition, which leads to the improvement of 
service quality and competitive pricing, the enhancement of efficiency on delivery capabilities, and the adoption of Artificial 
Intelligence (AI) and automation for optimizing operations (Sobaih et al., 2023). The customer feedback landscape is shifting 
from the traditional way where customer feedback was gathered through surveys or direct communication with businesses to the 
rise of social media where customers increasingly voice their opinions and experiences on media platforms. The social media 
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facilitates real time feedback that allows courier providers to address any issues or concerns without any significant due. The 
positive and negative experiences are shared in the social media and can significantly impact the image and reputation of the 
courier providers as well as the customer acquisitions (Sghaier et al., 2016). Therefore, understanding public perception of online 
courier services in Saudi Arabia through sentiment analysis of social media discourse is crucial for businesses to gain valuable 
insights into customer satisfaction and identify areas for improvement, by instantaneous response to customer’s concerns and 
foster positive brand sentiment. While sentiment analysis has become a powerful tool for analyzing public opinion, several key 
gaps exist in understanding public perception through this approach. 
 
The field of sentiment analysis using AI is constantly evolving, with significant advancements in both techniques and their appli-
cation to social media (Adak et al., 2022; Alsari et al., 2022: Semary et al., 2022: and Elhag et al., 2021). The state of the art of 
techniques in AI-powered sentiment analysis of social media include: Deep Learning Models, particularly recurrent neural net-
works (RNNs) and transformers, which excel at capturing complex relationships within text data; Long Short-Term Memory 
(LSTM) networks, which effective for analyzing sequential data like social media posts, as they can learn long-term dependencies 
within sentences; Transfer Learning where pretrained models like  Bidirectional Encoder Representations from Transformers( 
BERT) are fine-tuned for specific tasks like sentiment analysis in social media, leveraging pre-existing knowledge to improve 
performance.  
 
The main objective of this research is to explore public perception of online courier services in Saudi Arabia using AI-powered 
sentiment analysis of social media discourse. More specifically, to gain insights into the factors influencing public perception, 
potentially including delivery speed, service quality, customer support, and overall experience. 
 
2. Theoretical Background and Related Works 

2.1 Sentiment Analysis 

Sentiment analysis is a way to understand people's opinions about something by looking for clues in their words. It can figure out 
if people are happy, sad, or neutral based on what they write. This can be done by examining entire documents, individual sen-
tences, or even specific features or aspects being discussed. There are three main methods for sentiment analysis: using lists of 
emotional words (lexicon-based techniques), training computers to recognize patterns (machine-learning-based techniques), or a 
hybrid approach (Dang et al., 2020). 
 
The very first methods used in sentiment analysis relied on dictionaries of words. These fell into two categories: predefined lists 
of positive and negative words, or analyzing a large group of documents to find statistical patterns. The first category uses dic-
tionaries like SentiWordNet or WordNet. The second category uses corpus-based analysis, which looks for patterns in big collec-
tions of documents using techniques like k-nearest neighbors, conditional random fields, and hidden Markov models, thus, does 
not need a set list of words 
 
Sentiment analysis primarily relies on two techniques: traditional machine learning and deep learning. Traditional methods, such 
as Naïve Bayes and SVMs, analyze text features like word choice and grammar to identify sentiment. However, their effectiveness 
is limited by the factors they consider. Deep learning models, including deep neural networks (DNNs), convolutional neural net-
works (CNNs) and recurrent neural networks (RNNs), often outperform traditional methods by examining entire texts or specific 
elements to accurately determine sentiment. 
 
Before training a sentiment analysis model, text data must undergo cleaning, regardless of whether using deep learning or tradi-
tional machine learning. Twitter data, for instance, contains unnecessary elements such as extra spaces, punctuation, and irrelevant 
words. These elements are removed using tools like BeautifulSoup to focus on sentiment-bearing content. After cleaning, text is 
broken down into individual words, which are then simplified to their root form (lemmatization). To make these words under-
standable to the machine, they are converted into numerical representations using techniques such as word embedding or fre-
quency-inverse document frequency (TF-IDF). 
 
Word embedding is a method that converts words into numerical representations, or vectors, where similar words have similar 
vectors (Vaswani et al., 2017). These vectors are learned using neural networks. Popular tools like Word2Vec and GloVe create 
these embeddings by analyzing word occurrences within a text. Two primary techniques in Word2Vec are skip-gram and CBOW, 
which predict surrounding words or the center word based on context, respectively. Another technique, TF-IDF, assesses a word's 
significance within a document compared to others. It calculates a score based on word frequency within a document and across 
a collection. Words appearing frequently in a specific document but rarely in others have higher scores. The scikit-learn library 
provides a tool for this calculation. In natural language processing, sentiment analysis transforms text into numerical data. Deep 
learning models utilize features derived from text, such as word embeddings and TF-IDF, to accomplish the task. 
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2.2 Decision Tree 

A decision tree is a machine learning model used to categorize data. It functions like a flowchart, where each decision point (node) 
asks a question about the data, and the possible answers determine the next step. This process continues until a final category 
(leaf) is reached. The leaves of the tree represent the final classification of the data point. 
 
A decision tree algorithm constructs a tree-like model using data with features and corresponding labels. It begins by selecting the 
feature that best separates the data into groups based on the target label. This becomes the root of the tree. The process repeats for 
each subgroup, creating branches until the data is pure (all data points belong to the same category) or a specified tree depth is 
reached. The final tree can then classify new data by following the decision paths based on the data's features, ending at a predic-
tion. Decision tree is powerful due to its interpretable characteristic; however, it is prone to overfitting and sensitive to feature 
scaling (Gulo et al., 2022). Fig. 1 illustrates a general decision tree scheme. 
 

 
Fig. 1. General decision tree scheme 

 
2.3 Support Vector Machine (SVM) 

SVM is a machine learning technique for categorizing data. They work by finding the best dividing line (hyperplane) between 
different data groups. This line is positioned to maximize the distance between the closest data points from each group. This 
approach makes SVM robust to outliers and effective for complex datasets. SVM focuses on key data points to create the most 
accurate dividing line by finding the most important data points, such as cornerstones, to build the best possible hyperplane (Wang 
et al., 2023).  
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Fig. 2. Support Vector Machine (Mohammadi et al., 2021) 

 
Fig. 2 illustrates how SVM can clearly separate data into different categories (Mohammadi et al., 2021). The core idea is to find 
the best possible dividing line (hyperplane) between these categories, maximizing the distance between the closest data points on 
each side. These critical data points are called support vectors, and they determine the hyperplane's position. SVM excels at 
creating this optimal separation by focusing on these support vectors. The effectiveness of an SVM often depends on selecting the 
appropriate kernel function. Thus, choosing the right kernel function is crucial for effective SVM applications. 
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2.4 Related Works 

Hakami's study (Hakami, 2023) used machine learning to understand what Saudi Arabian consumers think about popular shopping 
apps. The research identified key factors influencing customer satisfaction and sales. Positive reviews focused on fast and reliable 
delivery, easy shopping experiences, product quality, competitive prices, good customer service, and suitable product sizes. On 
the other hand, negative feedback centered around poor service, refund issues, problems with returns, incorrect product sizes, app 
updates, and delivery delays. These insights can help e-commerce businesses improve their services and boost customer satisfac-
tion. A recent study by Alsari et al. (2022) looked at how people felt about their very first Saudi cruise experiences. They gathered 
information from social media posts on Instagram, Snapchat, and Twitter (three platforms in total). By analyzing the emotions 
expressed in these posts, they aimed to understand passenger and viewer opinions. The researchers used machine learning to 
categorize over 1200 cleaned entries into positive or negative sentiment. Five different machine learning algorithms, i.e.: Multi-
layer Perceptron, Naive Bayes, Random Forest, SVM, and Voting are deployed. Interestingly, the Random Forest algorithm 
achieved a perfect score (100% accuracy) when analyzing oversampled data from Snapchat (data where the number of positive 
and negative entries was balanced). Overall, all the algorithms performed well across the different social media platforms. Most 
importantly, the analysis revealed that roughly 80% of the sentiment towards these cruises was positive, with only 20% being 
negative. 
 
Wasiq et al., (2022) investigated what drives people in Saudi Arabia to use mobile commerce (M-commerce) services, especially 
during the COVID-19 pandemic. Their study looked at four main factors: individual characteristics, economic conditions, how 
easy it is to use M-commerce, and safety concerns due to COVID-19.  They surveyed 340 M-commerce users in Saudi Arabia to 
gather data.  Using statistical methods, they found that all four factors significantly influence customers' decisions to adopt and 
use M-commerce. In other words, these factors play a role in why people choose to shop using mobile commerce platforms. The 
study also revealed an increase in M-commerce use during the pandemic, likely due to health and safety measures requiring social 
distancing.  A limitation of the research is that it focused on a specific set of factors, and there might be others to consider. 
 
While, a study by Zygiaris et al., (2022) investigated how well car service companies meet customer needs after the pandemic. 
The researchers found that social media platforms were particularly useful for repair shops to keep customers informed and address 
their concerns promptly. The study used a framework called SERVQUAL to measure the connection between the quality of service 
and customer satisfaction. The findings showed that all aspects of service quality – empathy, reliability, assurance, responsiveness, 
and even the physical facilities – had a positive impact on customer satisfaction. 
 
3. Materials and Methods 

Figu. 3 shows the stages of the proposed method. The first stage, data creation starts with the data crawling from X social media 
platform then followed by data preprocessing to produce a clean dataset. The next step is to conduct sentiment analysis experi-
ments using the prepared dataset. Detailed explanations of this process will be provided in the following sections. 
 

 
Fig. 3. Stages in the proposed method 

 
3.1 Dataset Creation 

The dataset used in this research is obtained from X (formerly known as Twitter). To implement the data crawling process, the 
Tweepy library of Python programming language is used to access the X (Twitter) API. Firstly, a list of X users who were targets 
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for data collection had been determined and entered into the program. The data was taken from 100 X accounts owned by 
influential figures in Saudi Arabia, in order to get as much information as possible from the users who send tweets most often on 
Twitter. Each Twitter user took 400 tweets, resulting in a dataset with a total of 45,243 tweets from the 100 users. 
 
3.1.1 Data Preprocessing 

Preprocessing is one of the very important steps to be carried out in the sentiment analysis process because this process helps in 
building efficient, stable and strong data models (Prabhakar et al., 2019). Data preprocessing generally has stages consisting of 
data cleansing, case folding, stopwords removal, and redundant data cleaning, with the following details. 
 
Data Cleansing: At this stage, unnecessary data is deleted, such as punctuation, hashtags, emoticons and links. Cleaning is carried 
out with the aim of getting better results from the labeling process because it removes all unnecessary characters such as hashtags, 
commas, question marks and so on which can reduce labeling performance. 
 
Case Folding: The data obtained from X is raw data and contains non-uniform letters. To be able to carry out the next prepro-
cessing stages, first, change the letters to lower case, so that all the letters in each tweet are uniform and can be processed and read 
by machines better. 
 
Stopwords Removal: Data that has been previously cleaned at the cleansing stage still contains many stop words that are not related 
to the analysis process that will be carried out, so these words must be removed from the tweets. Usually these words are question 
words and time telling words. Stopword removal for Arabic is carried out using the literary library, then matching the words in 
the dataset and those in the library will be carried out At this stage, several additional words are used to accommodate the variety 
of new words in the dataset. These additional words will later be entered into a data dictionary in the form of an array or set, and 
then the dataset will match the words in the dataset with the words in the data dictionary. 
 
Redundant data cleaning: When pulling data from X, some data contains redundant data from the same user. For example, the 
username "@a" sends the tweet "I like them" more than once, will create redundant records in the dataframe, therefore repeating 
tweet data from the same user will be deleted later. This deletion of redundant data is done using the 'drop_duplicates()' line of 
code. This method is done after importing the data that has been combined into the Pandas dataframe, then the syntax will be used 
in the existing Pandas dataframe. 
 
3.2 Sentiment Analysis Process 

3.2.1 Word Weighting 

After preprocessing and labeling the data, the next step is to weight the words using TF-IDF, where the number of times a word 
appears in the corpus is counted. By using TF-IDF, words are not only counted how many times they appear in a corpus but how 
much weight the word has in the corpus based on labeling. 
 
3.2.2 Data Splitting 
 
After weighing the words, the dataset is split into two parts, with a specific ratio for testing and for training processes. This splitting 
is useful for finding the best ratio where the classifiers achieve maximum performance.  Figure 4 illustrates the implementation 
of data splitting in the experiment. 
 

 
Fig. 4. Implementation of data splitting 

 
The model building is also carried out using random states. The use of random states aims to ensure that the results in the model 
can be reproduced and have full control over the data. 
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3.2.3 Building the Model 
 
The decision tree is constructed through a repetitive process outlined in Algorithm 1. This process involves building the tree step-
by-step (Nisbet et al., 2018). 
 
Algorithm 1. Decision Tree (Nisbet et al., 2018) 
1. Assign all training instances to the root of the tree. Set current node to root 

node. 
2. For each attribute 
a. Partition all data instances at the node by the value of the attribute. 
b. Compute the information gain ratio from the partitioning. 
3. Identify feature that results in the greatest information gain ratio. Set this 

feature to be the splitting criterion at the current node. 
a. If the best information gain ratio is 0, tag the current node as a leaf and 

return. 
4. Partition all instances according to attribute value of the best feature. 
5. Denote each partition as a child node of the current node. 
6. For each child node: 
a. If the child node is “pure” tag it as a leaf and return. 
b. If not set the child node as the current node and recourse to step 2. 

 
The Sigmoid SVM (S-SVM) is adopted in this paper. The Sigmoid kernel function is represented in Eq. (1). 
 
𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝛼𝛼𝑥𝑥𝑖𝑖⦁𝑥𝑥𝑗𝑗 + 𝛽𝛽)   (1) 

 
The classifier is implemented as Algorithm 2 (Wang et al., 2023). 
 
Algorithm 2. SVM (Wang et al., 2023) 
 
1. Input: Cleaned_Data_Set 
2. Processing: 
3. Kernal_Type = SetKernelType () 
4. SVM_Classifier = GetSVMClassifier (Kernal_Type) 
5. Classified_Data_Set = SVM_Classifier.Train (Cleaned_Data_Set) 
6. Output: Classified_Data_Set 
 
3.3 Performance Metrics 

A confusion matrix is a tool used to assess the performance of a classification model. It compares the model's predictions to the 
actual outcomes, categorizing results into true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). 
By analyzing these values, the model's accuracy can be determined. Additionally, several metrics, such as accuracy, precision, 
recall, and F1-score, can be calculated from the confusion matrix to provide a more comprehensive evaluation of the model's 
performance. Tuan et al., (2020) also mention the four metrics used to evaluate the performance of a system based on the confusion 
matrix as shown in Eq. (2) – Eq. (5). 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇 +  𝑇𝑇𝑇𝑇 

𝑇𝑇𝑇𝑇 +  𝑇𝑇𝑇𝑇 +  𝐹𝐹𝐹𝐹 +  𝐹𝐹𝐹𝐹
 (2) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇 

𝑇𝑇𝑇𝑇 +  𝐹𝐹𝐹𝐹 
 (3) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇 
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 

  (4) 

𝐹𝐹1_𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
2𝑇𝑇𝑇𝑇  

2𝑇𝑇𝑇𝑇 +  𝐹𝐹𝐹𝐹 +  𝐹𝐹𝐹𝐹
 (5) 
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4. Results and Discussion 

The models were developed using Python 3.10.1 on a high-performance personal computer (PC) equipped with a six-core Intel i7 
processor, 16 gigabytes of RAM, and a 1 terabyte hard drive. The operating system is Windows 11 Home (64-bit). 

4.1 Created Dataset 

The limitations of the Application Programming Interface (API) provided by X contribute to very significant impact on the data 
crawling, due to no longer possible to retrieve data from 7 days before the day of data collection. The data was taken during 2 to 
9 of March 2024. The number of tweets selected and labeled for the experiment was 6,482 records. The most appeared words are 
displayed in Table 1. 

Table 1  
The most appeared words 

% Meaning Word in Arabic No. % Meaning Word in Arabic No. 
2 Office 8 19 مكتب Packet  1 رزمھ 

1.2 Contact 8 20 اتصال Estimation  2 تقدیر 
1.2 Status 6 21 حالة Assist 3 یساعد 
1 Express 6 22 یعبر Need  4 یحتاج 
1 Fast  6 23 سریع Business 5 عمل 
1 Slow 5 24 بطيء Tomorrow  ً6 غدا 
1 Hold 5 25 یمسك Send  7 یرسل 

0.8 Change  5 26 یتغیر Deliver  8 یسلم 
0.8 Services 5 27 خدمات Receive  9 یستلم 
0.8 Response  4 28 إجابة Thank you  10 شكرًا لك 
0.8 Write 4 29 یكتب Loss/missing  11 الخسارة / المفقودین 
0.8 Move  4 30 یتحرك Warehouse 12 مستودع 
0.6 Bad  4 31 سيء Purcell  13 بورسیل 
0.6 Excellent  4 32 ممتاز Follow up  14 متابعة 
0.6 Yesterday 3 33 أمس Wrong 15 خطأ 
0.6 Week 3 34 أسبوع Riyadh  16 الریاض 
0.6 Upset 2 35 منزعج Courier 17 ساعي 
0.6 Good 2 36 جید House 18 منزل 

 

The labeling process produces 4,225 positive sentiment tweets, 1,950 negative sentiment tweets, and 1 undefined tweet. 

4.2 Classification Results 

The confusion matrices obtained from the experimental results are presented in Table 2 and Table 3. 
 
Table 2  
The confusion matrix values from the training experiments 

 90:10 80:20 70:30 60:40 
 DT SVM DT SVM DT SVM DT SVM 
TP 5202 5092 4547 4526 3834 3754 3470 3463 
FP 631 741 638 659 703 783 419 426 
TN 563 647 560 576 594 648 374 380 
FN 68 94 78 83 109 135 45 46 

 

Table 3  
The confusion matrix values from the testing experiments 

 90:10 80:20 70:30 60:40 
 DT SVM DT SVM DT SVM DT SVM 
TP 5275 573 4927 608 4210 592 3328 542 
FP 558 76 258 41 327 57 561 107 
TN 498 67 227 36 277 48 501 96 
FN 60 9 31 5 50 9 60 11 

 
Table 4 summarizes the four metrics for the performance of the classification, i.e.: F-Score, recall, precision, and accuracy. The 
80%:20% data split for training and testing provides the best results. In this scenario, the Decision Tree classifier achieved the 
highest accuracy of 95.01%, while the SVM Classifier reached 93.60%. 
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Table 4  
Classification performance result 

Scenario  Accuracy Precision Recall F1-Score 
DT SVM DT SVM DT SVM DT SVM 

90%:10%         
Training 89.17% 87.28% 88.14% 87.76% 88% 87% 88.65% 87.71% 
Testing 90.43% 88.28% 88.72% 88.61% 88% 88% 90.33% 89.93% 
80%:20%         
Training 87.69% 87.28% 86.44% 86.28% 87% 87% 87.99% 87.13% 
Testing 95.01% 93.60% 92.98% 93.60% 93 % 93% 94.04% 93.55% 
70%:30%         
Training 84.49% 82.73% 86.05% 86.84% 87% 87% 87.46% 87.02% 
Testing 95.78% 91.10% 90.80% 90.75% 91% 90% 90.77% 90.96% 
60%:40%         
Training 89.22% 89.04% 88.97% 88.65% 90% 89% 89.22% 89.03% 
Testing 85.56% 83.37% 84.55% 83.37% 88% 83% 89.51% 89.22% 

 

5. Discussion 

Both classifiers, the Decision Tree and SVM demonstrated high accuracy. This performance is supported by other evaluation 
metrics, i.e.: precision, recall, and F1-score. Additionally, there is no evidence of overfitting as the model's performance on testing 
data is slightly better than its training performance. 
 
From Table 4, it can be observed that both classifiers give the best accuracy for the same scenario of data split, i.e.: 80%:20%. 
Decision Tree achieves significantly better performance compared to SVM, due to the fact that Decision Tree for sentiment anal-
ysis has strength in interpretability (Gulo et al., 2022). It is also relatively fast to train, especially on smaller dataset and less 
sensitive to outliers in the dataset. In addition, it can handle well categorical data.  
 
n the other hand, SVMs also achieve high accuracy in sentiment analysis tasks, as the dataset is well-structured and balanced. 
Their ability to find the optimal hyperplane for separating classes leads to effective classification. However, the SVM model is 
not easily interpretable, which is difficult to understand the reasoning behind the prediction results. Selecting the optimal hyperpa-
rameters for SVM also can be a complex and time-consuming process, which impacts the classification performance, as the tuning 
process is crucial. Furthermore, SVM often requires more extensive data preprocessing compared to decision trees. Features might 
need scaling or normalization to ensure they contribute equally during training (Wang et al., 2023). 
  
The size of the dataset used and the splitting methods might be considered limitations of this study. Thus, a larger dataset as well 
as better splitting algorithms should be considered for future works. 
 
6. Conclusions  

The use of Decision Tree classifier algorithm with an 80%:20% data splitting provides the highest results compared to other data 
splitting. This optimal condition produces the highest accuracy, of 95.01% and 93.60% for Decision Tree and SVM algorithms, 
respectively with good support of other metrics (precision, recall and F1-Score). Reviews of opinions posted on social media X 
conclude with more than 80% of positive sentiments that can be seen from the high positive sentiment classification results in the 
labeling phase. Therefore, the use of social media X is suitable for expedition companies in Saudi Arabia to improve their skills. 
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